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Routines for calculation of analytical second derivatives for the effective core potential have been developed. The present version allows for spd basis sets with spdfg projection operators for HF, DFT, and MP2 methods and has been incorporated into the Gaussian package. Analytical frequency analysis has been applied to the characterization of a critical structure of Cp₂Ru₂(μ-H)₄ and to the study of the mechanism of reaction between Cu and CH₂N₂. Frequency analysis demonstrates that the structure previously found as the transition state of H₂ dissociation of Cp₂Ru₂(μ-H)₄ actually is a third-order stationary point. For various species of the system of Cu + CH₂N₂, DFT and MP2 second derivatives gave reasonable frequencies (~5% average error) compared to the experimental in most cases, except that the N−N stretch was very poor at the MP2 level because of spin contamination in N₂CuCH₂. On the basis of vibrational frequencies, assignment has been made for adducts found experimentally between Cu and CH₂N₂. The energetics was also studied with the PCI-80 method and compared with DFT and ab initio results. The best estimated binding energy for Cu−CH₂ is 60.8 kcal/mol. The end-on isomer is the only stable N₂CuCH₂ species, and the side-on N₂CuCH₂ isomerizes to the end-on form without barrier. The best estimate of binding energy for N₂−CuCH₂ is 19.4 kcal/mol for the end-on complex. The overall reaction for Cu + CH₂N₂ → CuCH₂ + N₂ is 34.9 kcal/mol exothermic. The reaction is found to take place without substantial barrier. The effect of recontraction of the ECP-associated basis set in DFT calculations is also briefly discussed.

I. Introduction

It is well-known that the effective core potential (ECP) provides an efficient method for ab initio calculation of systems containing heavy elements. ECP is also the only practical method for taking into account the relativistic effects for polyatomic molecules. Frequency analysis, based on analytical second derivatives of energy, is widely used for calculation of vibrational spectra and zero-point energy and entropy as well as for search and characterization of equilibrium and transition state structures. Though routines for Hartree−Fock analytical second derivatives for ECP (up to d Gaussian basis functions) have been reported by Komornicki et al., the lack of a widely available analytical second-derivative package has been one of the stumbling blocks for a convenient use of ECPs. While the present paper is being finalized, the Hartree−Fock analytical second derivative with ECP is implemented in the MESA program.4

In the present paper, we have developed the routines for calculation of analytical second derivatives for ECP and incorporated them into the Gaussian package. The present version allows for spd Gaussian basis functions and spdfg projectors for Hartree−Fock (HF), density functional theory (DFT), and second-order Möller−Plesset perturbation (MP2) calculations. In the next section, we first present the method used for implementation. The method was then used for characterization of a “transition state” structure for Cp₂Ru₂(μ-H)₂RuCp. In the following section, we have applied the method for elucidation of the mechanism of reaction Cu + CH₂N₂, which is followed by brief concluding remarks.

II. ECP Analytical Second Derivatives

In the ECP method, the potential due to core electrons is replaced by the effective core potential usually in the following form

\[ U_C(r) = U_C^{(l+1)}(r) + \sum_{l=0}^{L} \sum_{m=-l}^{l} \left| lm \right| \phi_i^\mu \left( \frac{\partial^2 U_C}{\partial X_A \partial Y_B} \right) \phi_j^\nu \]  \hspace{1cm} (1)

where \( L \) is the largest angular momentum appearing in the core. The total ECP is the sum of \( U_C(r) \) over heavy atoms:

\[ U(r) = \sum_C U_C(r) \]  \hspace{1cm} (4)

The calculation of the second derivative of the ECP total energy formally requires not only the derivatives of normal integrals and densities but also the derivatives of ECP integrals \( \frac{\partial^2}{\partial X_A \partial Y_B} \phi_i^\mu |U| \phi_j^\nu \), where \( X_A \) and \( Y_B \) are Cartesian coordinates of atom A and B, respectively, and \( \phi_i^\mu \) and \( \phi_j^\nu \) are basis functions on atoms I and J, respectively. Since the form of the ECPs is rather complicated, it is advantageous to replace the derivatives of the ECPs themselves by derivatives of basis functions by using the principle of translational invariance. For the second derivatives, for instance

\[ \left\{ \phi_i^\mu \right\} \left( \frac{\partial^2 U}{\partial X_A \partial Y_B} \right) \phi_j^\nu = \{ (\langle \phi_i^\mu | \partial^2 \phi_j^\nu / \partial X_A \partial Y_B | U | \phi_i^\mu \rangle + \langle \phi_i^\mu | U | \partial^2 \phi_j^\nu / \partial X_A \partial Y_B | \phi_i^\mu \rangle + \langle \partial \phi_i^\mu / \partial X_A | U | \partial \phi_j^\nu / \partial Y_B ) \delta_{AB} \} \]  \hspace{1cm} (5)
Then, after some simple algebraic manipulation, the second derivatives of ECP integrals are reduced into the form below:

\[
\frac{\partial^2}{\partial X^2} \langle \phi_i | U | \phi_i \rangle = \langle \partial^2 \phi / \partial X \partial Y | U | \partial \phi / \partial X | U | \partial \phi / \partial Y \rangle + \langle \partial^2 \phi / \partial X \partial Y | U | \partial \phi / \partial X | U | \partial \phi / \partial Y \rangle + \langle \partial^2 \phi / \partial X \partial Y | U | \partial \phi / \partial X | U | \partial \phi / \partial Y \rangle + \langle \partial^2 \phi / \partial X \partial Y | U | \partial \phi / \partial X | U | \partial \phi / \partial Y \rangle (6)
\]

The ECP contribution to the energy second derivative is thus

\[
\frac{\partial^2 E_{\text{ECP}}}{\partial X \partial Y} = 2 \sum_{\mu, \nu} \sum_{l, m, n} p_{\mu \nu} \langle (\partial^2 \phi / \partial X \partial Y | U | \partial \phi / \partial X | U | \partial \phi / \partial Y \rangle + \langle \partial^2 \phi / \partial X \partial Y | U | \partial \phi / \partial X | U | \partial \phi / \partial Y \rangle + \langle \partial^2 \phi / \partial X \partial Y | U | \partial \phi / \partial X | U | \partial \phi / \partial Y \rangle + \langle \partial^2 \phi / \partial X \partial Y | U | \partial \phi / \partial X | U | \partial \phi / \partial Y \rangle (7)
\]

It is well-known that the derivatives of Gaussian type primitives are just linear combinations of primitives with different angular momenta:

\[
\phi_{\text{m,n,r}} = N_{\text{m,n,r}} \sum_{\lambda} \lambda^{\text{m,n,r}} e^{-a_{\text{m,n,r}}^2 r^2}
\]

\[
\frac{\partial^2 \phi_{\text{m,n,r}}}{\partial X^2} = \frac{l(l-1)}{\lambda} \phi_{\text{m,n,r}} - 2\alpha(2l+1)\phi_{\text{m,n,r}} + 4\alpha^2 \phi_{l+2,m,n}
\]

\[
\frac{\partial^2 \phi_{\text{m,n,r}}}{\partial Y^2} = m \phi_{\text{m,n,r}} - 2\alpha m \phi_{l+1,m+1,n} + 2\alpha \phi_{l-1,m+1,n} + 4\alpha^2 \phi_{l+1,m+1,n}
\]

For example, the second derivative of an f function is just a linear combination of p, f, and h functions with certain coefficients. Here the symbol indicates that normalization coefficients are considered separately for convenience in the program. Thus the derivatives of normal ECP integrals with Gaussian primitives are further reduced into the combination of normal ECP integrals. For example:

\[
\langle \partial^2 f / \partial X^2 | U | \phi_i \rangle = 6\langle p | U | \phi_i \rangle - 14\alpha\langle f | U | \phi_i \rangle + 4\alpha^2\langle h | U | \phi_i \rangle
\]

The Gaussian package is capable of calculating analytical gradients for ECP integrals, equipped with the ECP program written by R. L. Martin. Although his routine for collecting terms for ECP second derivatives is also included, the contribution of first derivatives of ECP integrals is not considered in the gradient of the Fock matrix, which is required in the calculation of the second derivative of the total energy. We followed the existing mechanism for normal second derivatives and developed routines giving analytical force constants for ECP. In order to calculate the second derivatives for f basis functions, we need to evaluate ECP integrals for h basis functions. Martin’s ECP integral routine in Gaussian92/DFT and Gaussian 94 can calculate only up to f basis functions. According to McMurchie and Davidson, we only need to extend the table for spherical harmonics to higher l values. We took such a table for g basis functions developed by H. J. Flad and H. Stoll in connection with R. S. Pitzer’s ECP program and extended the table to h basis functions for spherical harmonics of l = 9, 10 with a slightly different method.

If an \textit{ab initio} program has the capability of calculating analytical second derivatives for non-ECP calculations, incorporation of the routines for the ECP analytical second derivatives is not difficult using the clear ideas discussed above. Though the present version can only handle Hartree–Fock, density-functional, and MP2 methods, we hope to extend to other methods such as CASSCF.

### III. Characterization of a “Transition State” Structure for CpRu(μ-H)RuCp

The present program was applied to a large system, CpRu(μ-H)RuCp where Cp = C5H5, in order to examine the power of the analytical ECP second derivatives. Using only the gradient of ECP, Koga and Morokuma (KM) determined the “transition state” for H2 dissociation from the stable complex CpRu(μ-H)RuCp. We have reoptimized the structure and obtained the same result, as shown in Figure 1a, using the same approximation, i.e., the RHF method with the standard Lanl1DZ basis set with the Hay–Wadt valence electron ECP for Ru. Assuming the overall C2v symmetry with local C2v for Cp rings. An analytical frequency analysis took nearly 15 h on an IBM RS/6000 Model 350. Numerical differentiation of the gradient for this system of large number (21) of degrees of freedom would have taken about 100 h on the same machine. Unable to perform such a calculation, KM assumed that the transition state optimized under C2v constraint is the true transition state.

For KM’s “transition state” we found three imaginary frequencies, with corresponding normal modes shown in Figure 1b–d. The largest imaginary frequency, 1072.5i cm⁻¹, belongs to a1 and, as seen in Figure 1b, clearly represents the true reaction coordinate for dissociation of H2. The next one, 434.2i cm⁻¹, in b2 in Figure 1c, shows that the true transition state wants to distort from C2v to C2 symmetry, making the four hydrogen bridge bonds nonsymmetric. KM also found for the reactant complex CpRu(μ-H)RuCp that the symmetrically hydrogen-bridged structure is slightly higher in energy than the nonsymmetrically hydrogen-bridged structure at the RHF level; when electron correlation is taken into account at the MP2 level the symmetric structure becomes lower in energy than the nonsymmetric structure. The smallest imaginary frequency, 133.2i cm⁻¹, in Figure 1d corresponds to the rotation of four bridged hydrogens within the xy symmetry plane. This can also be regarded as the rotation of the Cp rings; apparently the dissociating hydrogen molecule H2H (atomic labels in Figure 1a) does not want to be on top of one of the Cp ring carbon atoms. However, since the two extra imaginary frequencies are small, KM’s conclusions based on the C2v “transition state” seem to be unaffected. The successful application of the program and the timing data suggest that the analytical second derivative will have a large impact on geometry optimization, characterization, assignment of vibrational spectra, and zero-point energy evaluation of large organometallic systems.

### IV. Mechanism of Reaction Cu + CH2N2

By using the ECP analytical second derivative extensively, we have studied the potential energy surface for the ground state reaction of Cu + N2CH2. This reaction was studied in detail by Chang et al. via FTIR matrix isolation spectroscopy. It has been found that the copper atom inserts easily into the CN bond of diazomethane in argon matrices at 12 K, leading to a carbene complex of copper, CuCH2, and an N2 molecule. Several intermediates such as dinitrogen—copper—methylene complex, N2CuCH2, and Cu(CH3N2) have been identified as well. However, the mechanism of this reaction as well as the structure and stability of the observed intermediates still remains
unclear. In order to solve these problems we have applied the Gaussian-92/DFT programs with the newly implemented ECP analytical second-derivative code to study the potential energy surface of the ground state reaction

\[ \text{Cu} + \text{CH}_2\text{N}_2 \rightarrow \text{CuCH}_2 + \text{N}_2 \]  

(8)

It is well-known that the ground state of copper atom is $^2S$ (sd$^{10}$) with the $^2D$ (s$^2$d$^9$) state 1.49 eV higher in energy.\textsuperscript{11} According to a previous study, the global minimum of diazo-methane CH$_2$N$_2$ has end-on coordination of N$_2$ to the CH$_2$ fragment.\textsuperscript{12} The three-membered ring isomer, diazirine, is calculated to be 6.5 kcal/mol higher. Therefore, we decided to study only the reaction \( \text{Cu} (^2S, \text{sd}^{10}) \) with diazomethane.

In these calculations we have used the UHF and UMP2 levels of theory to optimize geometries. For comparison, we also optimized geometries with the DFT method using the Becke\textsuperscript{13} or the Becke three-parameter\textsuperscript{14} nonlocal exchange functional together with the Lee–Yang–Parr nonlocal correlation functional.\textsuperscript{15} BLYP or B3LYP. The single- and double-excitation coupled cluster method with a perturbational triple correction, CCSD(T), energies were evaluated at DFT-optimized geometries and compared with DFT and other energies. In order to obtain even better estimates of relative energies, PCI-80\textsuperscript{16} single-point calculations were carried out at B3LYP-optimized geometries. In the PCI-80 method correlation effects from an MCPF\textsuperscript{17} calculation are extrapolated by simply adding 20% of the calculated correlation energy.\textsuperscript{16}

Two basis sets were used in the geometry optimization. Basis I is the standard Lanl2DZ basis set, which includes the nonrelativistic Hay–Wadt 19-valence electron ECP with a valence double $\xi$ basis set for Cu\textsuperscript{18a} and a double $\xi$ basis set for C, N, and H.\textsuperscript{18a} In basis set II the same ECP basis was used for Cu and the polarization 6-31G(d,p) set for C, N, and H.\textsuperscript{18b–d} All CCSD(T) energies were calculated using the basis set II. PCI-80 calculations were performed without ECP using a large all-electron basis set, which we refer to as basis set III, and relativistic effects were added using perturbation theory for the mass–velocity and Darwin terms.\textsuperscript{16}

There has been some concern about the appropriateness of using the Hay–Wadt effective core potentials along with their associated valence basis sets in DFT calculations. In order to examine the issue for the case of Cu, we also performed some calculations for CuCH$_2$ using DFT contraction of Hay–Wadt primitives in basis set I, which will be discussed in detail in section E.

The optimized structures of the reactant Cu + CH$_2$N$_2$, the reactant complex Cu(N$_2$CH$_2$), the transition states, and the products N$_2$ + CuCH$_2$ were positively identified as local minima and saddle points through normal coordinate analysis with the analytical second derivatives. Their geometries are shown in Figure 2 and Table 1, and energies are shown in Table 2.

**A. Structure of Adduct Complex Cu(CH$_2$N$_2$)**. It is natural to expect that the first step of the reaction is coordination of N$_2$CH$_2$ to Cu atom to form the adduct complex Cu(CH$_2$N$_2$), which has been detected experimentally. Three possible structures, 2–4, corresponding to the coordination of copper atom at the end-on and side-on sites of nitrogen and the carbon site, respectively, are suggested.

Before examining these structures, it is instructive to study the CuN$_2$ molecule. The interaction between the copper atom and nitrogen is very weak, and therefore the structure of the complex is sensitive to the level of calculation, as shown in Table 1. Neither the side-on nor the end-on CuN$_2$ complex is
a local minimum; the equilibrium structure is bent with the Cu–N–N angle of 136.5° at the B3LYP/II level. It is weakly bound with a binding energy of 1.44 kcal/mol. At the MP2 level, the interaction is even weaker with the binding energy of 0.96 kcal/mol, and the Cu–N bond is much longer (3.46 Å) than the B3LYP optimized one (2.23 Å). PCI-80/III at the B3LYP/II optimized geometry gives the binding energy of 1.01 kcal/mol.

As shown in Table 1, Cu(N₂CH₂)₂ converged to a planar structure which is similar to that of the CuN₂ complex. The Cu–N distance, 1.96 Å (B3LYP/II), is shorter than in CuN₂, indicating stronger interaction. The MP2/II optimized structure is rather different from the DFT results as in the case of CuN₂. Table 2 shows that the adduct 2 lies −9.3 and −14.5 kcal/mol relative to the reactants at the B3LYP/II and BLYP/II levels, respectively, and +1.7 kcal/mol at the MP2/II level. Inclusion of more correlation effect using the CCSD(T)/II//B3LYP/II and PCI-80/III//B3LYP/II approximation gives −2.1 and −7.4 kcal/mol, respectively. The stronger interaction of Cu with N₂CH₂ than with N₂ is also clearly indicated by the Mulliken population analysis in Table 3. The Cu–N overlap population of 0.18 in

---

**TABLE 1: Ab Initio and DFT Geometrical Parameters (in Å and deg) of Intermediates and Transition States for the Reaction System Cu + CH₂N₂ with the Basis Set II**

<table>
<thead>
<tr>
<th>compound</th>
<th>method</th>
<th>C–N</th>
<th>C–H</th>
<th>H–C–N</th>
<th>N–N</th>
<th>γ°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₂N₂</td>
<td>BLYP</td>
<td>1.304</td>
<td>1.087</td>
<td>118.2</td>
<td>1.161</td>
<td>0.0(C₂v)</td>
</tr>
<tr>
<td>C₅</td>
<td>B3LYP</td>
<td>1.294</td>
<td>1.080</td>
<td>118.1</td>
<td>1.146</td>
<td>0.0(C₂v)</td>
</tr>
<tr>
<td></td>
<td>MP2</td>
<td>1.315</td>
<td>1.074</td>
<td>116.2</td>
<td>1.151</td>
<td>18.5</td>
</tr>
<tr>
<td>CuN₂</td>
<td>B3LYP</td>
<td>2.223</td>
<td>1.113</td>
<td>136.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₅</td>
<td>MP2</td>
<td>3.456</td>
<td>1.131</td>
<td>149.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>B₁₂CuCH₂ (I)</td>
<td>BLYP</td>
<td>1.846</td>
<td>1.095</td>
<td>121.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B₁₂CuCH₂ (II)</td>
<td>B3LYP</td>
<td>1.857</td>
<td>1.089</td>
<td>121.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MP2</td>
<td>1.870</td>
<td>1.085</td>
<td>123.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>end-on</td>
<td>Cu–N³</td>
<td>C–N²</td>
<td>N¹–N²–C</td>
<td>175.5</td>
<td>134.6</td>
<td>1.190</td>
</tr>
<tr>
<td></td>
<td>C₅, planar</td>
<td>B3LYP</td>
<td>1.961</td>
<td>1.282</td>
<td>174.8</td>
<td>134.2</td>
</tr>
<tr>
<td></td>
<td>MP2</td>
<td>2.118</td>
<td>1.246</td>
<td>179.6</td>
<td>159.4</td>
<td>1.143</td>
</tr>
<tr>
<td>C-on</td>
<td>Cu–C</td>
<td>C–N¹</td>
<td>N²–N¹–C</td>
<td>142.1</td>
<td>115.0</td>
<td>1.169</td>
</tr>
<tr>
<td></td>
<td>C₅, planar</td>
<td>B3LYP</td>
<td>1.986</td>
<td>1.479</td>
<td>134.8</td>
<td>112.6</td>
</tr>
<tr>
<td></td>
<td>MP2</td>
<td>1.966</td>
<td>1.484</td>
<td>135.7</td>
<td>106.0</td>
<td>1.150</td>
</tr>
<tr>
<td></td>
<td>BLYP</td>
<td>1.898</td>
<td>1.878</td>
<td>126.2</td>
<td>113.7</td>
<td>1.147</td>
</tr>
<tr>
<td></td>
<td>B₁₂CuCH₂ (II)</td>
<td>BLYP</td>
<td>1.905</td>
<td>1.869</td>
<td>123.9</td>
<td>112.0</td>
</tr>
<tr>
<td></td>
<td>MP2</td>
<td>1.925</td>
<td>1.821</td>
<td>127.2</td>
<td>108.1</td>
<td>1.122</td>
</tr>
<tr>
<td>side-on</td>
<td>Cu–C</td>
<td>C–N¹</td>
<td>N²–N¹–C</td>
<td>142.1</td>
<td>115.0</td>
<td>1.169</td>
</tr>
<tr>
<td></td>
<td>N₁₂CuCH₂ (II)</td>
<td>BLYP</td>
<td>1.854</td>
<td>1.099</td>
<td>124.1</td>
<td>1.894</td>
</tr>
<tr>
<td></td>
<td>C₅</td>
<td>B3LYP</td>
<td>1.857</td>
<td>1.092</td>
<td>124.2</td>
<td>1.916</td>
</tr>
<tr>
<td></td>
<td>MP2</td>
<td>1.905</td>
<td>1.104</td>
<td>124.1</td>
<td>1.918</td>
<td>1.109</td>
</tr>
<tr>
<td></td>
<td>B₁₂CuCH₂ (II)</td>
<td>B3LYP</td>
<td>1.871</td>
<td>1.086</td>
<td>124.3</td>
<td>2.385/2.134</td>
</tr>
<tr>
<td>side-on</td>
<td>BLYP</td>
<td>1.855</td>
<td>1.098</td>
<td>123.7</td>
<td>2.108</td>
<td>1.141</td>
</tr>
<tr>
<td></td>
<td>B₁₂CuCH₂ (II)</td>
<td>BLYP</td>
<td>1.861</td>
<td>1.091</td>
<td>123.8</td>
<td>2.143</td>
</tr>
<tr>
<td></td>
<td>C₅, planar</td>
<td>B3LYP</td>
<td>1.871</td>
<td>1.086</td>
<td>124.3</td>
<td>2.200</td>
</tr>
<tr>
<td>side-on</td>
<td>BLYP</td>
<td>1.867</td>
<td>1.097</td>
<td>123.1</td>
<td>2.173</td>
<td>1.131</td>
</tr>
<tr>
<td></td>
<td>N₁₂CuCH₂ (II)</td>
<td>B3LYP</td>
<td>1.871</td>
<td>1.091</td>
<td>123.3</td>
<td>2.206</td>
</tr>
<tr>
<td></td>
<td>C₅, planar</td>
<td>B3LYP</td>
<td>1.876</td>
<td>1.086</td>
<td>124.2</td>
<td>2.260</td>
</tr>
</tbody>
</table>

* The N–N distances in free N₂ are 1.118, 1.106, and 1.131 Å for BLYP, B3LYP, and MP2, respectively. * The angle between the HCH plane and the CN bond.
adduct $2$ is considerably larger than that of 0.08 in CuN$_2$. On the other hand, the N–N overlap population of 0.42 is smaller than that of 0.58 in CuN$_2$, indicating a much weakened N–N bond.

There is no local minimum on the PES corresponding to the proposed side-on adduct $3$. Without any symmetry constraints it either converges to the adduct $2$ or to the adduct $4$ which has $C_s$ symmetry. The C–N bond, 1.48 Å (B3LYP/II), is much stretched in adduct $4$, compared with that, 1.29 Å, in the reactant CH$_2$N$_2$, while the N–N distance remains nearly the same. The Cu–C distance is calculated to be 1.95 Å. The Cu–C–N bond angle of 112.6° and C–N–N bond angle of 134.8° indicate that the carbon atom has an sp$^3$ and the nitrogen atom has an sp$^2$ hybridization. The fact that N–N–C–Cu prefers a cis-conformation indicates that there is some weak interaction between the Cu atom and the N–N group. The Mulliken population analysis in Table 3 shows that the unpaired electron in $4$ is on the N$_2$ atom, consistent with the bonding picture mentioned above. Adduct $4$ lies 16.7, 20.1, 4.1, and 11.4 kcal/mol below the reactants at the B3LYP/II, BLYP/II, MP2/II, and CCSD(T)/II/B3LYP/II levels, respectively. With PCI-80/III/B3LYP/II, the binding energy of Cu–N$_2$CH$_2$ is calculated to be 15.5 kcal/mol, not far from the CCSD(T) and B3LYP values. The transition state search for direct conversion between two structures of the complex Cu(N$_2$CH$_2$)$_2$, 2 and 4, always converged to the dissociation limit Cu + N$_2$CH$_2$. The only way of conversion is dissociation and recombination of Cu and N$_2$CH$_2$.

A search for transition states from the adduct $4$ located a saddle point TS$4$($i$–1) similar in structure to adduct $4$. Frequency analysis and IRC following verify that TS$4$($i$–1) is a real transition state with $\nu = 401.1 \text{ i cm}^{-1}$ and connects adduct $4$ and dissociation product N$_2$ + CuCH$_2$. In TS$4$($i$–1) the C–N bond is stretched to 1.87 Å (B3LYP/II) and is nearly broken. The Cu–C distance decreases a little from 1.95 Å in adduct $4$ to 1.91 Å, closer to the product CuCH$_2$. The N–N group rotates about 10° from adduct $4$, and the C–N–N angle becomes 123.9°. The barrier height is about 5.7 and 4.9 kcal/mol at the B3LYP/II and BLYP/II levels, respectively, and decreases to 2.9 kcal/mol at the CCSD(T)/II/B3LYP/II level. It seems that both DFT methods overestimate the barrier height. At the PCI-80/III/B3LYP/II level the barrier is 1.4 kcal/mol without zero-point energy correction (ZPC) and disappears after the zero-point energy is taken into account. This suggests that the stability of the adduct $4$ in gas phase is on the borderline, too close to predict even with the present calculation. In the nitrogen matrix, where the matrix can stabilize the adduct by a few kilocalories per mole, the adduct $4$ may be observed. The present finding is in agreement with the experiment that the production of CuCH$_3$ from Cu + N$_2$CH$_2$ takes place spontaneously at low temperature (12 K) in matrix. There is no direct path between the adduct $2$ and the dissociation product N$_2$ + CuCH$_2$. $i$

The adduct complexes Cu(N$_2$CH$_2$)$_2$, 2 and 4, can in principle be converted directly to the insertion product N$_2$(CuCH$_2$). Despite a substantial effort, we did not find such a transition
state. Several transition state search tries with different starting geometries either led to dissociation of the adduct to N2 and CuCH2 or converged to TS(4–1). Therefore we conclude that the dinitrogen complex N2(CuCH2) cannot be produced via unimolecular insertion reaction from the adduct. Instead, they can be formed only by exothermic and nearly barrierless dissociation of the adduct 4 to N2 and CuCH2. 1, as just discussed above, which is then followed by the recombination reaction between these two products, N2 and CuCH2, in the matrix.

We did not find any transition state TS(2–4) connecting directly adduct 2 and 4. Transition state search usually led to dissociation of the adduct to N2 and CuCH2. We also fixed the distance between the copper atom and the terminal N atom at various values, and the other degrees of freedom are optimized without symmetry constraint. The energies are quite high along the path, approximately 20 kcal/mol above that of adduct 2. Thus we conclude that there is no low-lying transition state for the conversion from adduct 2 and 4. Since the adduct 2 is not much lower than the reactants (~7.4 kcal/mol at the PCI/III/B3LYP/II level), adduct 2 may be easily converted to adduct 4 through dissociation.

B. Structure and Stability of the Product CuCH2. Dissociation of complex 4, CuCH2N2, leads without barrier to the products I, CuCH2, and N2. As seen in the Tables 1 and 2, the ground state of CuCH2 is calculated to be 1B1 with the Cu–C bond length of 1.87 Å and a Cu–CH2 binding energy of 47.6 kcal/mol relative to the dissociation limit Cu(2S, 3s, 3p10) + CH2 (1B1) at the MP2/II level. DFT geometries are, in general, close to MP2 geometries, as shown in Table 1. The Cu–C bond is slightly (~0.04 Å) shorter than MP2 results, especially more so using BLYP. The binding energy seems to be overestimated especially for BLYP (70.4 kcal/mol with basis set II). The CCSD(T)/III/B3LYP/II binding energy is 52.8 kcal/mol. The PCI-80/III/B3LYP/II method gives a binding energy of 63.7 kcal/mol, coincidentally the same as the value obtained using the B3LYP/II approximation. All ab initio methods including CCSD(T) underestimate the binding energy mainly due to limitation in the basis set. The PCI-80 estimate of the Cu–C bond strength is 61.4 kcal/mol including ZPC. No experimental result is known. These results are in good agreement with previous theoretical studies. Planelles's CIPS study92 gives the binding energy of 55.2 kcal/mol with the Cu–C distance of 1.82 Å, and Yamamoto’s CASSCF-MR-CI study93 gives the binding energy of 51.0 kcal/mol with the Cu–C distance of 1.932 Å. Large differences in the Cu–C distance between these studies may be caused in part by the frozen CH2 structure93 and nonanalytical optimization.94

As seen from Table 3, Mulliken population analysis indicates that the 1B1 ground state of CuCH2 arises from the interaction of Cu (2S, 3s, 3p10) and CH2 (1B1). The unpaired electron is mainly localized on the carbon atom. The atomic charge, Cu[0.17]C[0.40], implies some ionic character in the Cu–C bond. However, a large overlap population of 0.41 between Cu and C indicates a substantial covalent component as well.

C. Structure and Stability of Dinitrogen Copper Complex (N2)CuCH2. Recombination of N2 to CuCH2 gives the dinitrogen copper complex (N2)CuCH2, which may have three different structures, 5–7. Before discussing these structures, we should note that side-on coordination of N2 in transition metal complexes in general is less favorable than end-on coordination. In the side-on structure [M]–(η2–N2), the interaction is a result of π-back-donation of electron density from an occupied metal dπ-orbital to the antibonding π* orbital of N2, which weakens the N–N bond. In the end-on structure [M]–(η1–N2), the interaction is a result of donation of electron density from the σ-lone pair orbital of the bridged N atom to an empty σ-orbital of M, and therefore the N–N bond is not affected much.

The optimized geometries of structures 5–7 are found to be dependent on basis sets and electron correlation. Though no results of UHF or small basis set I are shown in Table 1, it was found that the inclusion of electron correlation at the MP2 level shortens the Cu–N bond by about 0.2 Å in the end-on structure 5 and nearly 1.0 Å in the side-on structures 6 and 7. Improvement of the basis set from I to II shortens the Cu–N bond by an additional 0.2–0.4 Å.

The MP2/II and DFT/II optimized geometries given in Table 1 show that the Cu–C bonds are very similar in the three structures 5, 6, and 7. On the other hand, the Cu–N distance in the end-on complex 5, 1.92 Å (MP2/II), is much shorter than those in the two side-on structures, 2.20 Å in 6 and 2.26 Å in 7. Obviously, N2 interacts with CuCH2 more strongly in the end-on case. The N–N distance in the side-on structures, 1.14 Å for both 6 and 7, for instance, in MP2/II, is a little longer than that in the end-on complex, 5, 1.10 Å. These results are in good agreement with the above-mentioned bonding picture.

Frequency analysis confirms that the end-on complex 5 is a minimum. Characterization of the complex 6 and 7, however, varies with the basis set. With basis set I, both compounds 6 and 7 have one imaginary frequency mode corresponding to the tilting motion of N–N from the side-on toward the end-on structure. Using basis set II, complex 6 became a local minimum, while two imaginary frequencies appeared in complex 7, with the additional one corresponding to H–H rotation around the Cu–C axis. This basis set dependency is probably caused by the weak nature of the interaction between N2 and CuCH2. Connecting the two minima 5 and 6, the transition state TS(6–5) (so named because this is closer to 6 than to 5) in Figure 2 was found to be only 0.6 kcal/mol higher than 6 at the MP2/II level without zero-point energy correction, as shown in Table 2. The barrier disappears after zero-point energy is taken into account. Therefore, we conclude that the side-on complex is not kinetically stable and cannot exist. It is not surprising that no vibrational spectrum corresponding to 6 was observed in the experiment.

The end-on structure 5 is calculated to be 19.0 and 47.2 kcal/mol more stable relative to N2 + CuCH2 and Cu + N2CH2 dissociation limits, respectively, at the CCSD(T)/III/B3LYP/II level. The structures 6 and 7, very close in energy with 0.7 kcal/mol difference, are 13.0 kcal/mol higher than the end-on complex 5 at the same level of theory. The PCI-80/III/B3LYP/II method (including relativistic correction and ZPC) gives the structure 5 to be 19.4 and 54.3 kcal/mol more stable relative to N2 + CuCH2 and Cu + N2CH2 dissociation limits. As seen in Table 2, DFT results are close to the ab initio results.

From the above discussions we may draw the following conclusions about the reaction energetics and the structures and stabilities of various intermediates, using the PCI-80 + relativistic correction + ZPC energies.

(i) The ground state reaction Cu + CH2N2 → CuCH2 + N2 is exothermic by 35.4 kcal/mol and occurs without barrier, which is in good agreement with the experiment.

(ii) The dinitrogen complexes, (N2)CuCH2, cannot be formed directly from Cu + CH2N2 but can be formed only via recombination of dissociation products: CuCH2 + N2. It exists as structure 5, where the N2 molecule coordinates end-on to Cu of CuCH2 and the bonding energy is 19.4 kcal/mol relative to the N2 + CuCH2 dissociation limit.
TABLE 4: Calculated Normal and Experimental Frequencies for CuCH₂

<table>
<thead>
<tr>
<th>mode</th>
<th>reduced mass</th>
<th>UHF/I (UHF/II)</th>
<th>MP2/I (MP2/II)</th>
<th>B3LYP/I (B3LYP/II)</th>
<th>experiment</th>
<th>intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₂s-str(a₁)</td>
<td>1.05</td>
<td>3194.1 (3226.8)</td>
<td>3086.5 (3207.2)</td>
<td>3093.6 (3024.5)</td>
<td>2960.7</td>
<td>m</td>
</tr>
<tr>
<td>CuC str(a₁)</td>
<td>1.13</td>
<td>14385.8 (1428.3)</td>
<td>1397.7 (1405.8)</td>
<td>1326.8 (1279.7)</td>
<td>1344.9</td>
<td>s</td>
</tr>
<tr>
<td>CuC wag(b₁)</td>
<td>5.23</td>
<td>540.7 (518.9)</td>
<td>567.4 (559.4)</td>
<td>592.0 (590.3)</td>
<td>614.0</td>
<td>w</td>
</tr>
<tr>
<td>CH₂ a-str(b₁)</td>
<td>1.27</td>
<td>515.6 (516.1)</td>
<td>474.9 (441.7)</td>
<td>437.2 (363.6)</td>
<td>526.0</td>
<td>m</td>
</tr>
<tr>
<td>CH₂ rock(b₁)</td>
<td>1.12</td>
<td>3297.5 (3320.1)</td>
<td>3201.1 (3310.1)</td>
<td>3223.2 (3163.1)</td>
<td>3034.7</td>
<td>w</td>
</tr>
<tr>
<td>CH₂ rock(b₂)</td>
<td>1.17</td>
<td>595.7 (594.2)</td>
<td>576.5 (570.3)</td>
<td>632.4 (630.5)</td>
<td>573.2</td>
<td>m</td>
</tr>
</tbody>
</table>

a. The reduced mass for the specific normal mode, in amu.

b. We use the notation s (strong), m (middle), and w (weak) according to the calculated IR intensity; s, >100 km/mol; m, 10–100 km/mol; w, <10 km/mol.

taken from ref 10. Assignment of the numbers in italic might be reversed, as discussed in text.

D. Vibrational Spectra of Intermediates. Ab initio and DFT calculated normal frequencies for CuCH₂ shown in Table 4 are in reasonable agreement with experiment, except for the assignment of two low frequencies. Plot of the normal modes (not shown) confirmed that both CuC stretch and CH₂ rock. Therefore, we feel that the experimental assignment of 614.0 and 573.2 cm⁻¹ might be reversed. As expected, most of the calculated normal frequencies are larger than experimental fundamental frequencies because of the anharmonicity in the latter. Large deviations are found for low-frequency rocking and wagging modes, because of large quartic anharmonicities. It has been documented that both ab initio and DFT calculations are poor for low frequencies in CH₂ and CH₃ radicals where anharmonicity is extremely pronounced. When the lowest one is excluded and the next two are reversed, the average error in the calculated frequencies is 6%, 4%, 4%, and 4% at the UHF/I, MP2/I, B3LYP/I, and B3LYP/II levels, respectively. MP2 and B3LYP frequencies are very similar and agree well with experiments excluding the exceptions above. Improvement of the basis set does not change UHF or DFT results but actually makes MP2 frequencies a little worse. It should be noticed that the analytical frequency calculation at DFT levels is four times faster than at MP2 level.

Calculated frequencies for the structure (N₂)CuCH₂, shown in Table 5, are in reasonable agreement with experimental results, with the average error of 8% and 6% at the UHF and MP2 levels, respectively, excluding the N–N stretch. The N–N stretch frequency is poor for both methods; it is 14% and 70% larger than the experimental value, 2293.7 cm⁻¹, at the UHF and MP2 levels, respectively. Numerical calculation confirmed that it was not due to the second-derivative program. It is caused by the large effect of spin contamination on the MP2 frequency calculation. Documented as a serious problem in literature, presence of even a small amount of spin contamination in the UHF wave function can cause significant errors in calculated vibration frequencies at the UMP2 level. The magnitude of the error is not related to the degree of spin contamination, as measured by (S²), but to the geometrical derivative of (S²). Though other methods such as AUMP2 could be used to improve the frequency, it is not the purpose of the present paper. DFT results with less spin contamination once again show advantages over MP2 and give very good agreement with experiment, with an average error of 4%.

For calibration and completeness, we presented in Table 6 the vibrational frequencies of the reactant CH₂N₂ at the B3LYP/II level and experimental values in ref 10. The agreement is quite good again, with an average error of 4%. As seen in the table, we feel that the assignment of CH₂ scissor and C≡N stretch ought to be reversed in the experimental work. A similar isotope behavior of the two bands might have caused this difficulty. From the above comparison with experimental work, we can clearly see that ab initio and DFT methods give reliable vibrational frequencies for the present system. With a theoretical approach one can assign normal coordinates without ambiguity.

Feeling confident in our calculation, we next discuss the two adducts Cu(CH₂N₂) observed in the experiment with unknown structure in the N₂ matrix. They are labeled as adducts A and B according to the difference in their vibrational spectra under photolysis conditions. However, no information about the structures of adduct A and B is derived from the experiment. According to our calculation, two adducts, 2 and 4, exist as shallow minima on the potential energy surface. Clearly they are candidates for the observed adducts, and their identity as A or B may be confirmed by comparing the theoretical and experimental vibrational frequencies. Calculated normal frequencies and assignments of normal modes of the adducts 2 and 4 calculated at the B3LYP/II level are shown in Table 7, along with observed experimental vibrational frequencies of adducts A and B. It is clear that calculated frequencies of adduct 4 are in close agreement with the observed ones of adduct B, except for the N–N stretch frequency. Thus we assign adduct 4 as the adduct B observed in the experiment. The calculated N–N stretch frequency 1962.3 cm⁻¹ for 4 is smaller than the corresponding frequency 2226.3 cm⁻¹ of free CH₂N₂, which is expected from the weakening of the NN bond by interaction of CH₂N₂ with Cu. On the other hand, the experimental value
The agreement between the calculated frequencies of adduct 2 and the observed frequencies of adduct A is poorer, especially for the low frequency. A peak at 719.8 cm\(^{-1}\) attributed to this mode of the adduct is larger than the well-established value 2096.5 cm\(^{-1}\) of free CH\(_2\)N\(_2\), a somewhat unexpected result which needs to be studied further.

The procedure of generating new contraction coefficients is straightforward. We performed a restricted DFT calculations for the Cu atom (\(^2\)S) using the uncontracted Hay–Wadt primitives. We then picked contraction coefficients on the basis of the obtained atomic orbital. The contraction scheme from the original HF contracted basis set,\(^{16}\) i.e. \(5s5p5d/3s2p2d\), was maintained for this recontracted basis set. In this study, we examined two different DFT recontractions, one with the LDA (S-VWN) and the other with B3LYP atomic orbitals, respectively.

Using the two newly recontracted basis sets, we optimized the geometry and calculated the binding energy and vibrational frequencies for CuCH\(_2\). The basis sets for CH\(_2\) are the same as in basis set I, namely, D95V. The results are shown in Table 8. As can be clearly observed, results change rather little among the three basis sets: original Hay–Wadt, S-VWN recontracted, and B3LYP recontracted Hay–Wadt primitives. The differences in the equilibrium Cu–C distance and the Cu–C binding energy are within 0.002 Å and 0.6 kcal/mol, respectively. The vibrational frequencies are also similar, with differences usually within 10 cm\(^{-1}\). An exception is for the lowest vibrational frequency, for which the difference between the original Hay–Wadt and DFT recontracted results is around 21 cm\(^{-1}\). The two DFT recontractions give very similar results, with the largest difference in vibrational frequencies of around 6 cm\(^{-1}\).

Thus, according to the current study, the original Hay–Wadt valence basis set derived from the Hartree–Fock calculation can be used for DFT/ECP calculations as well, at least for the case of copper. A more systematic study on the transition metals is planned for the near future.

V. Concluding Remarks

As we clearly see from the two applications, the analytical second derivative for ECP is very useful in the study of systems containing heavy atoms. One can easily identify the nature of a stationary point structure as a local minimum or a transition state, an essential ingredient for study of potential energy surfaces for chemical reactions, in particular, for complicated compounds containing transition metals. In addition, normal coordinate analysis is a very convenient tool for assignment of unidentified species. The availability of the ECP analytical second derivative for MP2 and DFT methods, not just for the HF method, is very important, as geometry optimization including electron correlation is becoming necessary and more popular. We hope that the present program will be made available to users in the near future as a part of the Gaussian package.
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