Normal-Mode Analysis Suggests Protein Flexibility Modulation throughout RNA Polymerase’s Functional Cycle†
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ABSTRACT: To explore the domain-scale flexibility of bacterial RNA polymerase (RNAP) throughout its functional cycle, block normal-mode analyses (BNM) were performed on several important functional states, including the holoenzyme, the core complex, a model of RNAP bound to primarily duplex DNA, and a model of the ternary elongation complex. The calculations utilized a molecular mechanics (MM) force field with physical interactions; this is made possible by the use of BNM and the implementation of a sparse-matrix diagonalization routine. The use of homology models necessitated the MM force field rather than the simpler elastic network model (ENM). From the MM/BNM, we have systematically and semiquantitatively calculated the atomic fluctuations in the four functional states without bias due to crystal packing or other artificial forces. We have observed that both α subunits and the ω subunit are rigid, in line with their roles as structural motifs that are not mechanistically involved in RNAP’s functional cycle. It has been observed that the β subunit has two highly mobile domains; these are commonly known as the β1 and β2 domains. Our calculations suggest that the flexibility of these domains is modulated throughout the functional cycle and that they move entirely independently of each other unless DNA is bound. From an energetic perspective, we have shown the β2 domain can flex into and out of the cleft, forming interactions with DNA in the TEC as has been previously proposed. Our calculations also confirm that the β′ subunit’s likely flexibility into and out of the DNA binding cleft is energetically allowed. These two observations validate that both of the RNAP crab claw’s pincers are mobile, as both β and β′ have substantial flexibility.

From a biophysical perspective, the RNAP† system is a molecular machine. The intrigue of this machine lies in the number and variety of tasks that it must accomplish. Although the functional cycle (see Scheme 1) is often presented in the context of three simple steps, initiation, elongation, and termination, this hides the very intricate mechanical transitions that make up each of these stages. All RNAPs must be able to bind nonspecifically to dsDNA and slide along it in a one-dimensional search (7), bind specifically to double-stranded promoter DNA, melt the promoter, bind NTPs complementary to the single-stranded DNA template, catalyze phosphodiester bond formation, elongate the nascent RNA chain processively, and then terminate when the RNA strand has been completed (2). In addition, it must recognize regulatory signals in the form of transcription factors, pausing sites in the DNA, and termination factors.

The prokaryotic core RNA polymerase enzyme is a heteropentamer consisting of a β subunit, a β′ subunit, and an ω subunit along with two α subunits, αI and αII (Figure 1a). Only after the core (Figure 1a) associates with one of the σ transcription factors can it bind and melt dsDNA (3). With the σ subunit bound, the protein assembly is known as the holoenzyme (Figure 1b). Atomic-resolution crystal structures of this important functional state were determined in 2002 (4, 5). Although their C-terminal domains (αCTDs) also interact with elements of the upstream DNA (6), the primary function of the two α subunits is to form a structural base on which the more functionally relevant β and β′ subunits assemble. The ω subunit is thought to assist with this folding process (7). β and β′ form a 70 Å deep and 25 Å wide channel with the active site at the base. DNA is
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Figure 1: Ribbon representations of the four models of the functional states studied in this work. Individual subunits are colored differently: black for αI, orange for αII, yellow for β, blue for β', green for ω, and pink for σ. (a) The core model. (b) The holo model. In both panels c (the ds-bound model) and d (the TEC model), the nucleic acid atoms are shown as vdW spheres. This figure was created with VMD (52).
bound in this large main channel. The active site holds two catalytically essential Mg$^{2+}$ ions, and the chemical mechanism of phosphodiester bond formation is thought to follow the two-metal model as proposed by Steitz (8, 9). Along with the aforementioned interactions of the α subunits, two regions of the σ subunit help to identify promoter sequences. α region 4.2 is known to recognize a consensus sequence located 35 bp upstream of the transcription start site (−35 region) (10), while α region 2.4 has been implicated in binding to a sequence 10 bp upstream of the start site (−10 region or “Pribnow Box”) (11).

The overall size of the bacterial RNAP is approximately 150 Å × 115 Å × 110 Å and roughly resembles a crab claw with the β and β′ subunits each making up one of the “pinchers” or “jaws” (12) (see Figure 1). From crystallographic structures (12–14), it has been observed that the jaws can adopt distinct conformations that open or close the main DNA binding channel. An open state and a closed state have been observed for both the eukaryotic (13) and prokaryotic (12, 14) enzymes. In the yeast RNAP, two different crystal forms of the core enzyme exhibited a structural displacement of a region named the “clamp” (13). The relative position of this region, composed mostly of subunit Rpb1 [analogous to the β′ subunit (15)], was also different in the free and the DNA- and RNA-bound elongation complex (16). In the unbound complexes, the clamp exhibited a hingelike bending motion with a maximal displacement of 14 Å, while in the elongation complex, the clamp’s motion included a 30° rotation with a maximum displacement from the core structure of 30 Å. This large deviation results in the clamp swinging over the channel and trapping the DNA (16). Comparison of the crystal structure of the Thermus aquaticus (Taq) RNAP (12) with an electron diffraction map of the Escherichia coli RNAP reveals a hinging motion of the β′ jaw that resulted in a 25 Å displacement of its tip (14). This motion in the bacterial system also resulted in the closing of the DNA binding channel by the jaws (β and β′ for bacteria; Rpb1 and Rpb2 for yeast).

The experimental techniques described above as well as others have led to qualitative models describing how portions of the bacterial RNAP may move. However, none of these experiments have been a systematic search of the conformational freedom of RNAP, and the most telling observations have relied on potentially fortuitous forces from crystal packing interactions. Crystal structures can only provide a static look at individual snapshots and do not discern between structures stabilized internally or from the crystalline environment. In this work, we use simple but atomistic and energetically motivated computational techniques to explore the range of motion for all of the subunits of the bacterial RNAP in several important functional states. Our approach removes any artifacts from crystalline environments and provides a systematic and semiquantitative description of the conformational flexibility of the studied system.

To address the proposed questions, we have employed normal-mode analysis (NMA). In this technique, one approximates the potential energy of the system harmonically around a single local minimum. With this approximation, the equations of motion for the entire system may be solved analytically (17–20). The large-scale soft motions of large portions of the protein moving relative to each can be successfully captured with NMA. In the particular case of the bacterial RNAP (greater than 36 000 atoms with the σ subunit and DNA bound), its large size necessitates further simplifications.

Previous computational work on the conformational mobility of RNAP used a simplified potential energy function, the elastic network model (ENM) (21), to study the possibility of jaw (β and β′ subunit) movement into and out of the DNA binding cleft (22). The ENM employs a simple phenomenological potential using two arbitrary parameters. It treats a protein system as a Ca trace and connects any two Ca atoms separated by less than a given cutoff radius ($r_{	ext{cut}}$) with a Hookean spring with a force constant ($k$). After generation of this potential, the regular procedure for normal-mode analysis is carried out (21). The consequence of using such a potential is that ENM has no predictive power for the magnitude of the atomic fluctuations and must rely on comparison to crystal structure temperature factors to properly scale its results (23). This is obviously disadvantageous when dealing with homology models because they have no associated temperature factors. Using ENM, however, Delarue and Sanejouand showed that the bacterial RNAP, as well as many other DNA-dependent polymerases, could indeed flex into the DNA binding cleft. In their work, Delarue and Sanejouand were limited to only the holoenzyme and utilized a crystal structure (5) that was later shown to have been partially incorrect (4).

Our work extends and complements these previous studies while adding slight improvements. We have extended the scope of the normal-mode analyses of RNAP by studying several important functional states, and our improvements, although slight, come from using the more accurate holoenzyme crystal structure (4) and from using a molecular mechanics potential (MM) instead of the simpler ENM (see Experimental Procedures). While Delarue and Sanejouand mainly focused on the transition of the jaws between their distal and proximal conformations, this work focuses on the differences in flexibility between individual functional states.

As mentioned above, RNAP has a complex functional cycle as illustrated in Scheme 1. This is only a simple schematic, and only the four functional states that were studied are shown. Although there are only atomically detailed crystal structures for the core (12) and holo (4, 5) forms, the other two may be reached through appropriate homology modeling (see Experimental Procedures for details). Through the refinement of crystal structure coordinates, one obtains temperature factors, also known as Debye—Waller or B factors (24), which are directly related to the flexibility of the protein. Although other factors may be calculated, protein flexibility is the main value calculated from NMA. Flexibilities computed from NMA generally match up well with those obtained through experiment (25). However, flexibilities calculated with NMA do not suffer from errors in the fitting of coordinates or artificial bias from crystal packing interactions like those from crystallographic refinements. Fluctuations from NMA are also anisotropic, while only very high-resolution and well-refined crystal structures can have this property. More importantly with respect to this work, no experimental flexibilities can be determined from homology models, and thus, the flexibilities of these models can only be attained through computational methods.

Biochemistry
EXPERIMENTAL PROCEDURES

Model Preparation. The holoenzyme model coordinates came directly from those contained within rnp_mol1_melt_dna.pdb as supplied to the authors by D. Vassylyev. This set of coordinates is a step in the refinement of deposited coordinates of PDB entry 1IW7. It should be noted that starting from these coordinates or one of the two sets in 1IW7 has no significant effect on the results of this analysis. BNM is a coarse-grained technique that is insensitive to small changes in atomic positions. The differences between the two sets of 1IW7 structures are small; the rmsd of the Ca atoms for any individual subunit is less than 1.0 Å, with the more rigid subunits (α2, α1, and ω; see Results and Discussion) having smaller rmsds than the more flexible subunits (β, β′, and σ; see Results and Discussion). Disordered residues include both α C-terminal domains (residues 230–315), residues 1, 252–363, and 1506–1524 of the β′ subunit, residues 1 and 97–99 of the ω subunit, and residues 1–73, 380–383, and 421–423 of the σ subunit. The core enzyme model was constructed from the holoenzyme model by simply deleting the σ subunit coordinates. In the double-stranded DNA-bound (ds-bound) model, a dsDNA segment was modeled into the active site DNA binding channel. It includes a large bend of the DNA to match available biochemical data that show the interactions between region α 4.2 and the −35 sequence as well as region α 2.4 and the −10 promoter DNA sequence (26). Three nucleotides are unpaired due to this distortion. This model is intended to represent an RNAP bound to a double-stranded DNA helix at the tip of the jaws. Since some bases are melted, it is inappropriate to refer to this as the canonical “closed” complex (27), but rather, it is a complex reached immediately before the template strand drops into the active site as described by Bushnell et al. (28) This model is included mainly to test how RNAP responds to a double helix bound at the tip of the jaws. These three models (core, holo, and ds-bound) are entirely the work of D. Vassylyev and co-workers (4). The ternary elongation complex was modeled from the deposited Thermus thermophilus RNAP coordinates by R. Landick in analogy to the yeast RNAPII TEC (yRNAPII TEC). Both the entirety of σ and some residues of the β′ subunit (163–251 and 364–447) were deleted from the deposited coordinates. In addition, the clamp domain was moved (β residues 1058–1119 and β′ residues 2–619 and 1436–1505) as defined by Murakami et al. (5). The flap domain (β residues 705–828) was adjusted to match the yeast RNAPII TEC (16) based on residues 734–762 with minor adjustments to leave the terminal residues of this region (705 and 828) in their original crystal structure positions. The flap tip (β residues 757–790) was replaced with the flap tip from the core T. aquaticus structure (12). Last, the F helix was adjusted to the yRNAPII TEC conformation to avoid any clash with the DNA template strand.

Minimization. All models were locally minimized using the adapted basis Newton–Raphson method both to remove local steric clashes and to achieve the local minimum as required by normal-mode analysis. Minimizations were accomplished using the computational package CHARMM (29) utilizing the CHARMM19 extended atom force field (30) supplemented to contain nucleic acid parameters from the CHARMM22 force field (31) as well as modified to use the EEF1 solvation model (32). All minimizations were carried out in cycles with a gradually decreasing positional harmonic constraint. This helped reduce very unfavorable steric contacts without perturbing the structure significantly. The final minimization was run with no positional constraint and terminated when the rms energy gradient reached a value of either 0.001 kcal mol⁻¹ Å⁻¹ (ds-bound model) or 0.01 kcal mol⁻¹ Å⁻¹.

Elastic Network Model Calculations. The anisotropic elastic network model (33) was implemented in the CHARMM framework and was used in all ENM calculations. ENM has been shown, in this work and elsewhere (21), with the proper scaling to reproduce the results of normal-mode analyses using MM. It also needs no minimization of the original crystal structure coordinates and is computationally inexpensive (~4 h for 1000 modes). Several ENM calculations of the holoenzyme were conducted; each was started from a structure minimized to 0.01 kcal mol⁻¹ Å⁻¹ rms. Using CHARMM to compare with MM/BNM results. For all calculations, the force constant equaled 0.95 kcal mol⁻¹ Å⁻². The cutoff radius was varied for three different calculations; values of 10, 16, and 25 Å were used. For tests of convergence, different numbers of modes were used in the calculations. These tests used the 16 Å cutoff. After eigenvectors and eigenvalues were calculated, and rmsfs were calculated for all Cα atoms. These raw rmsfs were scaled to provide useful data; the scaling factor for each set was equal to the total sum of the MM/BNM fluctuations divided by the sum of the set’s fluctuations.

Block Normal-Mode Calculations. In this work, we employ the block normal-mode (BNM) approach originally suggested by Tama et al. (34) and improved by Li and Cui. (35) Normal-mode calculations were performed with the same force field as the minimizations, again within the CHARMM suite. Each protein residue, nucleotide, and bound metal ion was considered a block. The core, holo, and ds-bound complexes contained three metal ions, two structural Zn²⁺ ions, and one active site Mg²⁺; while the TEC contained only the two Zn²⁺ ions. The block normal-mode procedure was performed as discussed elsewhere (35). Briefly, the Hessian, the second-derivative matrix of the potential, was constructed using eq 1:

\[ F_{ij} = \frac{\partial^2 V}{\partial q_i \partial q_j} \]  

where \( F \) is the Hessian, \( V \) is the potential calculated from the force field, and the \( q \) values are mass-weighted displacement coordinates from the local energy minimum. This Hessian was projected onto the smaller space of rotational and translational degrees of freedom of every block in the direct manner described by Li and Cui (35). This “blocked” Hessian was then diagonalized using a sparse-matrix diagonalization routine implemented by Li and Cui (unpublished), and the resultant eigenvectors were transformed back from the blocked space to the all-atom space. This approximation of conventional NMA is modest if only the low-frequency modes are used (34, 35). These eigenvectors were then used in the analysis of the fluctuations. All calculations were performed on desktop machines running the Linux operating system with 1 GB of RAM (only 300 MB was allocated to
study the flexibility of the protein in the conformation that is being studied. For a particular atomic displacement $x_i$, where $i$ indexes over all degrees of freedom of the system, the mean-square fluctuation from the local energy minimum is given by eq 2.

$$\langle x_i^2 \rangle = \frac{k_B T}{m_i} \sum_j U_{ij} \frac{\omega_j^2}{2}$$ (2)

where $m_i$ is the mass of the atom corresponding to the $i$th degree of freedom, $k_B$ is Boltzmann's constant, $T$ is the temperature, and $U_{ij}$ is the $i$th component in the eigenvector with frequency $\omega_j$. The sum only goes over relevant modes; modes corresponding to translation and rotation of the entire system are excluded as well as modes that have zero frequency. These zero-frequency modes come from the blocking scheme as any residues that only contain a single atom (in this case only metal ions are represented this way) have no rotational degrees of freedom.

**RESULTS AND DISCUSSION**

**Comparison of Elastic Network Model and Block Normal-Mode Analyses**

In this section, we first illustrate the differences of ENM and MM potentials in the context of normal-mode analysis as well as validate our use of BNM even with its computationally more demanding algorithm by describing several normal-mode analyses on the bacterial RNAP holoenzyme using both the ENM and MM/BNM. These calculations allowed us to investigate the influence of differing degrees of minimization (MM/BNM) and the effects of choosing different cutoff distances for virtual bonds (ENM). The comparison of ENM and MM/BNM is based mainly on the changes that occur in the root-mean-square fluctuations (rmsfs) upon changes in simulation parameters. Since the average displacement of each atom in this harmonic system is zero, the most straightforward way to describe the inherent flexibility of a macromolecule in the normal-mode framework is through each atom's rmsf. Within the normal-mode framework, the rmsfs are analytically defined as a function of the eigenvectors and eigenvalues (see Experimental Procedures) and can easily be calculated for every atom in the system. These values give a rough description of the flexibility of the protein in the conformation that is being studied.

As stated above, BNM requires an initial minimization step before the normal-mode analysis is carried out. The effect of this minimization step has been investigated by minimizing to both a rms energy gradient (grms) of 0.01 and 0.001 kcal mol$^{-1}$ Å$^{-1}$ using the adapted basis Newton–Raphson method (29). These minimizations took 5.3 and 11.7 h on a single Linux machine (see Experimental Procedures), respectively, and resulted in structures that had 1.34 and 1.99 Å rmsds (C$_\alpha$ only), respectively, from the original crystal structure. Block normal-mode analyses were then performed on both of these minimized structures, and rmsfs were determined. The difference in the rmsf using these two sets of coordinates has a rms value of 0.261 Å, and the individual differences are shown in Figure 2a. This figure shows that the deviation is dominated by a few residues (~230 and ~1800~1850) whose deviations are very large. If 1% of the most deviated data is ignored, the rmsd drops to only 0.102 Å. The effect of minimization is fairly constant across the residue range. As shown in Figure 2a, the baseline deviation is a small positive number that results from a relaxation to more optimal (for the force field used) atomic positions with the longer minimization. The sharp peaks at residues 231 and 1827 occur at the N-terminus of the αII subunit and the C-terminus of the first fragment of β. As discussed below, the fluctuations calculated near chain breaks and termini can give unphysical results, and as a result, these data are ignored. On the basis of the comparison in Figure 2a, we conclude that the minimization needed to perform BNM is predictable and rational and does not result in a large change in the calculated flexibility. For further verification, ENM calculations at both the crystal structure and minimized structure were also compared. No significant differences were observed (data not shown).

The dependence of ENM-calculated flexibilities on the radial cutoff distance was also investigated. Three ENM calculations were carried out with different cutoffs: 10, 16, and 25 Å. In Figure 2b, the difference [r$_{\rm cal}$ (10 Å) ~ r$_{\rm cal}$ (16 Å)] in the calculated fluctuations as a function of the residue index is shown. These data are similar to the difference data between 10 and 25 Å as well as between 16 and 25 Å cutoffs. Comparable to the rmsd between the aforementioned minimizations, the rms difference between these sets of data is 0.277 Å. Another similarity is that removal of 1% of the most deviated data reduces this rmsd to 0.106 Å. There is, however, a striking difference between panels a and b of Figure 2. The minimization differences for BNM in Figure 2a are for the most part skewed to positive numbers (the average deviation equals 0.090 Å) because the long minimization relaxes the structure and decreases short-range repulsions while also creating a more compact structure. This is consistent for most residues, and there are very few large changes in flexibility. For the cutoff ENM difference data, however, there is no systematic skewing of the data, and the average deviation is nearly zero (0.001 Å). A large cutoff merely introduces more connected springs as more C$_\alpha$ atoms are included in the interaction sphere. Larger cutoffs thus result in damped fluctuations in the raw data. However, to achieve reasonable fluctuations that match experimental data, the raw rmsf data are scaled. In this work, we have scaled the rmsfs from ENM so that the sum of the fluctuations matches the sum of the BNM fluctuations. This sum is dominated by core residues of the RNAP, those that give rise to the “baseline” fluctuation. A residue whose raw calculated fluctuation does not change proportionally to these baseline residues gives rise to a large difference in the scaled fluctuations, which are shown in Figure 2b. The residues that have this property are those that are on the protein surface and are far from densely packed regions. Figure 3 illustrates some of these residues. Increasing the size of the
interaction sphere for these residues does not have the same effect as increasing the size of the interaction sphere for core residues. Core residues are surrounded by other residues on all sides and acquire large numbers of interactions with an increase in the cutoff radius. Surface residues, especially those on protrusions, increase their level of interaction very slowly with an increasing cutoff radius. Neither the magnitude nor the sign of the deviation is easily predicted before the calculation has been performed. This results in the very spiky trace of Figure 2b. These unpredictable changes in the
fluctuations of the surface residues with changes in the arbitrary parameter of cutoff distance is troublesome and, when compared with the relatively benign perturbation of minimization, is one of the reasons why the MM/BNM analysis method is preferred over ENM in the current study. These comparisons strengthen our assertion that the MM/BNM approach is less arbitrary and more realistic than ENM even though the overall rmsfs obtained with both methods are very similar. For the current purpose of comparing the fluctuations of RNAP in different functional states, the improved realism as well as the nonarbitrary method that MM/BNM provides is advantageous. This is especially true for this problem as homology models of the RNAP are used, and they of course have no associated temperature factors to which ENM raw data may be scaled.

Comparison of Fluctuations from RNAP Functional States

Although the rmsf by itself gives no directional information, one may visualize the soft motions that give rise to the spatial fluctuations by examining the eigenvectors. An individual eigenvector defines the direction of motion of each atom in the system, and along with its corresponding eigenvalue determines the approximate thermal amplitude of the motion. We have calculated the rmsfs for all atoms (only the $\alpha$ carbon fluctuations are shown here) and examined the character of the eigenvectors for four important functional states in transcription: the core enzyme, the holoenzyme, a model with double-stranded DNA bound (ds-bound), and a model of the ternary elongation complex (TEC). In the following, we will discuss the flexibility of each subunit individually with respect to each of the different models.

$\alpha$ Subunits. As mentioned above, the $\alpha$ subunits are expected to have very little mobility. Figure 4 shows the rmsf data for both the $\alpha$I and $\alpha$II subunits. These data are typical of fluctuation data in that they have well-defined peaks superimposed on a variable baseline in the flexibility of the protein. The peaks are most often representative of unstructured regions connecting secondary structure; the strong hydrogen bonding in both $\alpha$ helices and $\beta$ sheets tends to stabilize positional fluctuations. In this case, the majority of the peaks, especially in the $\alpha$II subunit, correspond to...
turns in $\beta$ sheets that point away from the protein into the solvent. Figure 5 shows the residues corresponding to the peaks in Figure 4b in van der Waals (vdW) radii. The variable baseline comes from different degrees of tertiary folding contacts and whether the atoms are buried in the core of the protein or near the surface. One notes that for the ds-bound and holo complexes in $\alpha$II the N-terminus shows a much larger flexibility than the rest of the subunit. This illustrates a weakness of normal-mode analysis. At termini (or chain breaks as will be shown below), there are fewer of the many packing interactions that stabilize protein structure. Consequently, the force constants that hold the protein together are very small at these points, and unphysical degrees of flexibility can be calculated. For termini (and chain breaks) that are relatively far from the core of the protein, any quantitative interpretation of the data must be ignored on physical grounds. These large calculated fluctuations, however, qualitatively suggest that these regions have high intrinsic flexibility.

Also noteworthy from these plots is the very small difference in flexibility among the four models. The TEC is the only model that could be considered different from the others. Although the ds-bound, holo, and core models differ in their DNA binding or $\sigma$ binding states, they have the exact same starting coordinates for the $\alpha$, $\beta$, $\beta'$, and $\omega$ subunits. The TEC, on the other hand, comes from the deposited *T. thermophilus* RNAP coordinates but with several regions modified (see Experimental Procedures for details). These rather small changes are enough to change the local minimum reached in the minimization and to slightly perturb the amplitude of the fluctuations. The difference is small, however, and the semiquantitative trend of the $\alpha$ fluctuations in the other three models is reproduced in the TEC. For these types of calculations, it is the trend in the fluctuations that is important. The magnitudes are very sensitive to the calculated frequency (see eq 2), and the most meaningful interpretation of the data is obtained by examining the trends and relative flexibilities among different regions of the protein.

The small variation between the different functional states is consistent with the $\alpha$ subunits acting as the scaffold on which the active site formed by $\beta$ and $\beta'$ is docked. $\beta$ and $\beta'$, the subunits that make up the jaws, are what must actively change in the functional cycle; they bind the DNA and the $\sigma$ subunit, and they are where catalysis takes place. With the exception of the $\alpha$CTDs, which are not present in this analysis because they were not resolved in the crystal structure, the $\alpha$ subunits merely play a structural role in RNAP’s catalytic cycle and are static; i.e., their mobility does not change between the states that were studied.

$\omega$ Subunit. The rmsfs for the $\omega$ subunit are shown in Figure 6a. When the flexibility is compared to those of the other subunits, the rmsf data show that $\omega$ is compact and does not have a wide range of motion. The small variability between the functional states also suggests that it does not play a mechanistic role in the transcriptional cycle. The low flexibility and the small variation between states are consistent with the suggestion that $\omega$’s main function is structural. It stays rigid, perhaps to simply lend stability to the overall structure. This finding helps support the conjecture that the stability of the $\omega$ subunit is helpful in assisting the correct folding of the jaws (7).

$\sigma$ Subunit. The $\sigma$ subunit is only present in two models studied in this work, the holo and ds-bound complexes. From the fluctuation data shown in Figure 6b, it is obvious that the trends in the flexibilities of $\sigma$ do not change as the shapes of both the holo and ds-bound fluctuation curves are extremely similar. The baselines are substantially different, however. Because $\sigma$ makes most of its contacts to the core protein on the $\beta'$ subunit, the overall magnitude of its fluctuations (its baseline) is determined by the mobility of $\beta'$. $\beta'$ is stabilized by contacts with the DNA in the ds-bound

---

**Figure 4:** Root-mean-square fluctuation (rmsf) from MM/BNM for both the (a) $\alpha$ and (b) $\alpha$II subunits. Only the $\alpha$ carbon fluctuations are shown.

**Figure 5:** View of the $\alpha$II subunit and its peaks in fluctuation. The residues shown as vdW spheres correspond to the peaks in Figure 4b. This figure was created using MOLSCRIPT (53).
complex (see below) and has subsequently lower mobility. This in turn decreases the measured rmsf for every residue in the \( \sigma \) subunit.

There are only two features in the rmsf curves that differ between the holo and ds-bound states. There is a small quenching of the flexibility in the region of \( \sigma \) that interacts with the coiled coil region of \( \beta' \) (residues 540–585). These residues (\( \sigma \) residues 180–210, highlighted in tan in Figure 6b) are in region 2.1 of \( \sigma \) and show flexibility above the baseline in the holo state, but are consistent with the baseline in the ds-bound state. This can be rationalized by noting that the C-terminal portion of these residues makes direct contact with the bound DNA in the ds-bound state. In addition, residues 250 to approximately 300 (\( \sigma \) regions 2.4–3.1 highlighted in yellow in Figure 6b) have baseline flexibility in the ds-bound state but exhibit broad peaks of enhanced flexibility in the holo form. Region 2.4 has been implicated in recognizing the −10 promoter element, while the remainder of these residues span a helix that reaches across the DNA binding channel from the clamp to the \( \beta 1 \) domain of the \( \beta \) subunit (also known as the “protrusion”). All of these residues make direct contact with the bound DNA, and thus, their number of atomic fluctuations is decreased.

**\( \beta \) Subunit.** The \( \beta \) subunit is one of the two subunits that make up the DNA binding channel and forms the active site. Interestingly, we see a cycle of flexibility in both the \( \beta 1 \) (the protrusion) and \( \beta 2 \) (the “lobe”) domains of this subunit. The flexibilities of these domains are plotted in Figure 7 and mapped onto the four structures in Figure 8. The three peaks in the highlighted tan regions labeled \( \beta 1 \) in Figure 7 correspond to two \( \beta \) sheets and an \( \alpha \) helix that fold together to form the upstream portion of the jaw on the \( \beta \) side of the DNA binding channel. In the core complex (in the absence of \( \sigma \) or DNA), the fluctuation of \( \beta 1 \) is larger than in the other models. The \( \sigma \) subunit is present in the holo complex (it is semitransparent in Figure 8b,c); it stabilizes the position of the \( \beta 1 \) subunit through a hairpin turn (\( \sigma \) residues 289–294) that spans the binding cleft at its base. The fluctuations in the next functional state in the sequence of transcription, the ds-bound state (Figure 8c), are effectively negated. Most of the protein has very little fluctuation in any state; note the green coloring for the interior residues (all semitransparent) in all panels of Figure 8. When the DNA is bound in the ds-bound state, the \( \beta \) and \( \beta' \) jaws show the same flexibility as the interior, less than 0.5 Å. This suggests that the interactions between the \( \beta \) and \( \beta' \) jaws and the double-helical DNA bound in the cleft are favorable and that the DNA in this state holds the two jaws almost entirely rigid. However, as the RNAP moves from the ds-bound state to the TEC, the flexibility returns. In fact, the calculated magnitude of the fluctuation in the TEC is approximately equal to that of the holo state. This is intriguing as the interactions that stabilize the holo and TEC states relative to the core state are different. As mentioned above, \( \beta 1 \) of the holo complex is stabilized by the \( \sigma \) subunit, but in this model of the TEC, it is missing. \( \beta 1 \) of the TEC is stabilized by the nontemplate strand of the now melted DNA, shown partially in vdW radii in Figure 8d. These data taken as a whole suggest that the RNAP has significant conformational freedom in the \( \beta 1 \) domain before it binds DNA, loses that flexibility upon initial binding, but then regains it again upon DNA melting and \( \sigma \) release.

Another interesting region of the \( \beta \) subunit is the \( \beta 2 \) domain. This region (residues 150–330) is primarily made up of \( \alpha \) helices that pack together to form the downstream side of the \( \beta \) jaw. There are several interesting observations to be made from the fluctuation data shown in Figures 7 and 8. First, the fluctuation for the core and holo states is the same throughout this entire domain. Unlike the \( \beta 1 \) domain, the \( \sigma \) subunit makes no direct contact with this
domain in the holo state; hence, the fluctuations are the same as in the core state. This also points out that the motions of the β1 and β2 domains are independent. This is an interesting observation because it has been previously proposed that these two domains bind DNA in a “concerted and interdependent manner” (36, 37). In the functional states studied here, there seems to be no direct interaction between the two domains; i.e., stabilizing one of the domains does not affect the other. Any concerted motion of these two domains would have to be facilitated by either a conformational change of the domains not captured in the states studied here or additional protein factors that could bind to both domains. It is important to stress that the structures studied here are limited to those residues that could be resolved in the crystal structures that were used. Most pertinent to the immediate discussion is missing σ region 1.1, as well as T. thermo-
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*philus*’s lack of β dispensable regions 1 and 2; refs 36 and 37 describe the *E. coli* polymerase.

As in the β1 domain, as the RNAP binds a double-stranded piece of DNA in the ds-bound state, the flexibility of β2 is dramatically reduced. Again, favorable contacts between the DNA and the protein atoms hold the protein tightly to the bound DNA and the steric block of the DNA restricts the motion of the protein into the channel. Although the fluctuation certainly has been reduced, the magnitude of the reduction is less and thus the resultant flexibility is greater in β2 than in the β1 domain as can be seen by the aquamarine coloring on the extreme downstream portion of β2. Last, an examination of the TEC model also exhibits interesting behavior. Although the N-terminal (more upstream) regions of β2 show the same fluctuation as the core and holo complexes, the C-terminal (more downstream) portion of this domain has less flexibility than core and holo but more than the ds-bound complex. This can easily be understood by examining the structure of the TEC. The nontemplate strand effectively wedges itself between β1 and β2. The C-terminal (upstream) residues of β2 make direct contact with this single strand and are positionally stabilized, while the N-terminal (downstream) residues continue to have the flexibility present in the core and holo complexes; however, now the motion of the residues is best described as a hinging motion into and out of the cleft with the hinge being where β2 contacts the nontemplate strand. The motion observed is very similar to that proposed by Darst and co-workers in their model of the TEC (see Figure 3D of ref 38).

**β’ Subunit.** The β’ subunit is the largest of all of the subunits that make up the RNAP. It forms one of RNAP’s jaws, sitting directly across the DNA binding channel from the β subunit. Its overall topology is different from that of β; instead of the bilobal structure of β1 and β2, it forms a single pillar that rises from the α subunit base. In fact, the pillar is large enough so that its most extreme regions were unresolved in the crystal structure. One hundred twelve residues are missing (252–363) in the core, holo, and ds-bound complexes and 285 in the TEC model (163–447). This chain break complicates the normal-mode analysis. Much like the chain termini in the α subunits, because chain breaks are usually removed from a closely packed unit of the protein, they are not positionally stabilized. This results in unphysical fluctuation data that must be discarded. The result for these regions is at most a very qualitative statement that these regions are flexible. For the β’ subunit, we have been forced to discard the data collected for residues 150–470. Most of these residues are nonconserved (163–452) (D. Vassylyev, personal communication). This arbitrary deletion of data was based on the first fluctuation peak from the chain break that corresponded to a fluctuation magnitude similar to that of the rest of the subunit. It is not expected that these missing residues will affect the results for the rest of the protein. BNM calculations were carried out with positional restraints applied to those residues of β’ nearest the chain break, and no significant changes in the results were observed (data not shown).

The overall motion of the β’ subunit shows it has a tendency to pivot into and away from the DNA binding channel. Figure 9 shows the extremes of the fourth meaningful normal mode (f = 0.50 cm⁻¹) of the core state. This mode defines an opening and closing of the RNAP jaws. Figure 9 shows that both the β and β’ jaws have an open state (blue) and a closed state (red). It has been suggested previously through the work of Darst et al. (14) that the β’ subunit indeed moves in this manner. Crystal structure comparisons coupled with a search for rigid body motions and prediction of molecular hinges allowed them to suggest that the β’ subunit had large conformational mobility and could adopt an open and a closed state. In this work, we are able to confirm this prediction by showing that the motion they describe is indeed energetically feasible; i.e., the motion they captured can be realized without the crystalline environment. Their observations are of course limited by the differences in the structures that were obtained. In this work, however, we are able to predict the flexibility of the entire RNAP and do so from an energetic perspective without the confounding forces of crystal packing. We reproduce the motion suggested by Darst et al., but we are also able to suggest that the β jaw has a wide range of conformational flexibility, comparable to if not greater than that of β’. This conclusion is supported by the magnitudes of the displacements in Figure 9 and can be seen even more clearly by comparing the rmsfs mapped onto the structures in Figure 8.

Another interesting region to study is that of the trigger loop (residues 1238–1250), also known as the G loop. It has been suggested that this loop in the active site of the protein could play a part in the translocation of the RNAP during transcription (4). Figure 10 shows the fluctuations of the G loop (highlighted in tan) as well as the fluctuations of the residues that form the domain that packs up against the G loop (β’ residues 1270–1330 highlighted in yellow). The data illustrate that upon DNA binding, the flexibility of the G loop that was present in the core and holo complexes is damped. Both the ds-bound and the TEC models show very little flexibility in this loop region. The ds-bound and TEC states are different in their fluctuation in the regions that pack behind the G loop, however. Because the DNA in the ds-bound complex has not yet been brought down into the
active site, its downstream double-helical portion does not make contact with residues 1270–1330. The TEC, on the other hand, has its template strand deep within the active site cleft so that RNA synthesis can take place. Its downstream DNA exits the active site channel from a deeper trajectory and thus makes stabilizing contacts with this portion of the β′ subunit. This is best illustrated in Figure 8. Comparing the panels, one can see that the only state that does not have red coloring in this region is the TEC.

Conclusions

To our knowledge, the analysis performed here is the most detailed computational work performed on bacterial RNA polymerase to date. This work represents a first step in understanding the conformational changes in the functional cycle of transcription. With the block normal-mode analysis, we have been able to provide a systematic and semi-quantitative picture of the structural flexibility of the RNAP system in several important functional states. Comparing the MM/BNM algorithm with the ENM has shown that MM/BNM has small but important advantages in investigations such as these. In particular, because it uses physically motivated interactions, the flexibilities of homology models may be assessed. It also provides a less arbitrary method of calculating protein flexibilities, a very useful result for questions that push the capabilities of normal-mode analysis. We note, however, that because ENM is more computationally efficient and gives reasonable values when used appropriately, it remains a useful method for quickly exploring protein structural flexibilities. For studies similar to those carried out by Delarue and Sanejouand, ENM may provide the best combination of efficiency and reliability.

This highly approximate computational work is significant because it addresses the question of RNAP flexibility at each residue in four different functional states. This breadth of information is experimentally inaccessible for practical reasons. One experimental technique that in principle could be used to arrive at the same flexibility information provided here is site-directed spin labeling (SDSL) coupled with electron paramagnetic resonance (EPR). The spectra of nitroxide spin-labels are affected by both the polarity index of their immediate environment and their mobility (39). Several studies have utilized this technique to measure changes in mobility as substrate binds or as the protein of interest goes through its functional cycle (39–43). One could also, in principle, design single-molecule fluorescence resonance energy transfer (FRET) (44, 45) experiments to monitor distance changes and thus flexibility. The latter approach is complicated by the need for appropriately sized distance changes, but the main practical difficulty in both of these experimental approaches is that it is not simple to introduce site-specific labels, especially without disrupting wild-type function (46–48). Creating the labeled proteins to use in such experiments in a systematic manner similar to the computational method presented here is of course impossibly work intensive. With the results presented in this work, however, several FRET or SDSL-EPR experiments could be rationally designed to confirm our predictions of the more interesting regions. An experimental measure of the β subunit’s flexibility is perhaps the most intriguing; labels placed on the β1 and β2 domains could directly test our predictions for these regions. These experiments are imaginable in principle but in practice are extremely difficult. This underscores the value of the computational treatment in this paper: through appropriate use of theoretical techniques, we can begin to access information that is both interesting and difficult to experimentally determine.

We have studied the RNAP transcription cycle with MM/BNM, and each subunit has been examined. Several conclusions involving the rigidity or flexibility of those components have been drawn. First, the α subunits, specifically their N-terminal domains, have been shown to provide a rigid structural base on which the β and β′ subunits can assemble to achieve catalysis. Similarly, the ω subunit has been shown to stay rigidly fixed in all of the studied functional states. This suggests that ω plays no mechanical role in the transcriptional cycle. Its hypothesized role, that of a folding chaperone, seems to be consistent with its rigid structure. We have also been able to show that the flexibilities of both the β and β′ subunits are modulated throughout the functional cycle. In particular, we have shown that the β1 and β2 domains of the β subunit move independently and that their conformational mobility varies greatly depending on the presence or absence of DNA and the σ subunit. We have confirmed predictions of the flexibility of the β2 domain and β′ subunit from an all-atom energetic perspective. In contrast to previous discussions dealing with the allowed conformational changes of RNAP, we have shown that the β subunit is perhaps the most mobile unit of the entire protein. This work presents a picture of the bacterial RNAP as a crab claw in which both pincers are flexible; i.e., RNAP is more like a pair of pliers than a crescent wrench. This has implications on our basic understanding of transcription initiation. It has been proposed by Astuerias and Craighead that double-stranded DNA never reaches the bottom of the active site cleft, i.e., that the dsDNA is initially held at the tip of the jaws and that the template strand melts away from the non-template strand and toward the active site (49). This was proposed on the basis of a crystal structure of an initiation-competent RNAPII complex with the clamp seemingly locked into the closed conformation (50, 51). The crystal structures of bacterial initiation competent holo-
enzymes in their closed conformations were also used to bolster this hypothesis (4, 5), as Asturias and Craighead argue that in these polymerases, dsDNA is wider than the observed cleft. Our results seem to disagree with their reasoning, but not necessarily with their conclusions. We show that in the holoenzyme, bacterial RNAAP has a mobile clamp (β') which may open and allow dsDNA to fit inside the cleft near the active site. Although it is difficult to precisely determine the magnitude of the motion based on normal-mode analysis alone, our calculations also argue that the β subunit (the “other” jaw) is quite flexible and that even if the clamp domain is fixed, dsDNA may achieve access to the active site through widening of the cleft by β movement.

Overall, the major contribution of this work lies in the total description of these four functional states of RNAP. We hope that the pictures and trajectories created here will allow researchers both to have a better intuitive understanding of the range of RNAP motion as a molecular machine and to be able to design and understand experiments that probe the basic mechanism of transcription.
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