Development of Effective Quantum Mechanical/Molecular Mechanical (QM/MM) Methods for Complex Biological Processes
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Motivated by the long-term goal of understanding vectorial biological processes such as proton transport (PT) in biomolecular ion pumps, a number of developments were made to establish combined quantum mechanical/molecular mechanical (QM/MM) methods suitable for studying chemical reactions involving significant charge separation in the condensed phase. These developments were summarized and discussed with representative problems. Specifically, free energy perturbation and boundary potential methods for treating long-range electrostatics were implemented to test the robustness of QM/MM results for protein systems. It was shown that consistent models with sufficient sampling were able to produce quantitatively satisfactory results, such as pKᵦ for titratable groups in the interior of T4-lysozyme, while an inconsistent treatment of electrostatics or lack of sufficient sampling may produce incorrect results. Modifications were made to an approximate density functional theory (SCC-DFTB) to improve the description of proton affinity and hydrogen-bonding, which are crucial for the treatment of PT in polar systems. Test calculations on water autoionization showed clearly that both improvements are necessary for quantitatively reliable results. Finally, the newly established SCC-DFTB/MM-GSBP protocol was used to explore mechanistic issues in carbonic anhydrase (CA). Preliminary results suggest that PT in CA occurs mainly through short water wires containing two water molecules in a thermally activated fashion. Although longer water wires occur with similar frequencies, PT along those pathways, on average, has substantially higher barriers, a result not expected based on previous studies. The fluctuations of water molecules peripheral to the water wire were found to make a larger impact on the PT energetics compared to polar protein residues in the active site, which are largely pre-organized and therefore have less tendency to reorganize during the reaction.

1. Introduction

Chemistry is an integral part of most fundamental biological processes. In addition to the large number of reactions catalyzed by enzymes in metabolic pathways, other well known examples include nucleotide (e.g., ATP, GTP) hydrolysis and various proton/electron transfer reactions involved in the production and transduction of bioenergy and signals. Various chemical reactions are also implicated in the replication, remodeling and repair of genomes as well as the transcription and translation of genetic information into proteins. As a result, the analysis of chemical reactions in the biological context is an important component in the mechanistic investigation of biological processes. Recent revolutions in genome sequencing and structural biology have provided a wealth of information that indeed makes such analysis possible for many important biological problems. Considering the inherent complexity of biological processes, the role of theoretical and computational analysis can hardly be overemphasized. To make a meaningful contribution, however, effective theoretical and computational methods need to be developed and carefully tested, tailored to the specific questions of interest.

In this context, combined quantum mechanical and molecular mechanical (QM/MM) methods have become popular in recent years. As summarized in a number of excellent review articles, rapid progress has been made to make QM/MM methods increasingly more efficient and reliable (also see below). For enzyme reactions that involve highly localized chemical processes, well-calibrated QM/MM methods have been tremendously valuable in the analysis of reaction mechanisms in determining factors that govern the catalytic
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As widely appreciated, the quantitative accuracy of a QM/MM simulation depends on many factors including the reliability of the QM method, the size of the QM region, the way that the QM and MM atoms are partitioned and the scheme for computing their interactions, the amount of configurational

\[
\hat{H}^{\text{Tot}} = \hat{H}^{\text{QM}} + \hat{H}^{\text{QMM}} + \hat{H}^{\text{dQM}} + \hat{H}^{\text{bQM}} + \hat{H}^{\text{MM}}
\]
sampling, as well as the quality of the MM force field. Specifically for the process of proton pumping, which explicitly involves a large number of atoms and significant charge reorganization, the issues of sampling and electrostatic treatment are most outstanding; for example, the significant fluctuations of the reactive moieties make QM/MM methods\textsuperscript{19} based on a harmonic expansion around the minimum energy path for the QM atoms not applicable. The chemical nature of proton translocation, in contrast to the transport of many other ions, also leads to stringent constraints on the accuracy of the QM method.

Motivated by these considerations, a number of developments were made in our research group in recent years. Below, we first discuss free energy simulations using QM/MM potentials, which is followed by the discussion on the treatment of QM/MM interactions. Finally, we present several developments for improving the accuracy of an efficient QM method. Throughout these works, an approximate density functional theory, the self-consistent charge density functional tight-binding (SCC-DFTB) method,\textsuperscript{20} was used as the QM level. This was motivated by its computational efficiency (comparable to widely used semi-empirical methods such as AM1 and PM3) and reasonable accuracy, which make extensive configurational sampling of condensed phase systems possible. The SCC-DFTB method has been applied successfully to a range of problems involving biomolecules, such as conformational energies of peptides and catalysis in several enzymes; a recent review can be found in ref 21. Furthermore, the SCC-DFTB approach has also been benchmarked for reaction energies, geometries, and vibrational frequencies for small molecules in comparison to the G2 approach.\textsuperscript{22}

2.1. Free Energy Simulations with QM/MM Potentials\textsuperscript{23–25}. For chemical reactions, calculating the activation free energy (and rate) is of the ultimate interest and remains an important challenge. In the following, however, we focus on computing the free energy difference between two species of different chemical nature (e.g., an oxidation–reduction pair) in the condensed phase environment, which is useful because the results can be directly compared to many experimental observables (e.g., pK\textsubscript{a} and reduction potential) as a way to quantitatively benchmark QM/MM methods. Using free energy quantities to evaluate QM/MM results and to identify factors that dictate the accuracy of QM/MM simulations has been a feature that distinguishes our work from many previous studies.

Indicating the two “solute” as A and B, the environment as C, the free energy of converting between A and B in the presence of C is conveniently calculated according to the standard thermodynamic integration approach,\textsuperscript{26,27}

\[
\Delta F_{A\rightarrow B} = \int_0^1 \frac{\partial F}{\partial \lambda} d\lambda = \int_0^1 \left( \frac{\partial U^\lambda}{\partial \lambda} \right) d\lambda 
\]

where \( \lambda \) is the coupling parameter and \((\cdots)\) indicates ensemble average at a specific \( \lambda \) value. The potential function used in the thermodynamic integration is usually written as

\[
U^\lambda(\lambda) = (1 - \lambda)U_{AC}(X_A,X_C) + \lambda U_{BB}(X_B,X_B) + U_{CC}(X_C) 
\]

where \( U_{AA}(U_{BB}) \) includes both intramolecular A–A (B–B) interactions and intermolecular A–C (B–C) interactions.

A practical difficulty that arises in using the potential function in eq 3 is that as \( \lambda \) approaches end points (0, 1), the contribution from either A or B to \( U^\lambda(\lambda) \) vanishes, which causes sampling and convergence issues in the free energy derivative \( \langle \partial F/\partial \lambda \rangle \) due to large structural distortion and ideal-gas-like nature of the corresponding “solute”. To circumvent such “end-point” problems,\textsuperscript{28} the traditional solution is to use a revised version of the coupling potential,

\[
U^\lambda(\lambda) = (1 - \lambda)U_{AC}(X_A,X_C) + \lambda U_{BB}(X_B,X_B) + U_{AA}(X_A) + U_{BB}(X_B) + U_{CC}(X_C) 
\]

Although such decoupling of intra- and intermolecular interactions is straightforward with a MM force field, it is less so with a QM/MM potential function due to the nonseparability of QM energies.\textsuperscript{23} For example, it is possible to scale (by \( \lambda, 1 - \lambda \)) only the QM/MM interactions so that as A is switched from the gas phase to the environment C, species B is switched from interacting with C to the gas phase. Thermodynamic integration following this protocol gives the free energy difference between A and B in the presence of C relative to the gas phase (i.e., the relative “solvation” or transfer free energy of A and B from the gas phase to C). Although this quantity is of interest in many cases, the complication is that calculation of the free energy derivative requires extra computations due to the nonseparability of the QM/MM energy. Nevertheless, this can be done and has been recently reported by Yang and co-workers.\textsuperscript{29}

Alternatively, when the species A and B differ mainly in electronic structure but similar in nuclear connectivity (e.g., an oxidation–reduction pair), the same set of nuclear geometry for the two states can be used,\textsuperscript{23} i.e., the coupling potential function has the form

\[
U^\lambda(\lambda) = (1 - \lambda)U_{AA}(X_A,X_C) + \lambda U_{BB}(X_B,X_C) + U_{CC}(X_C) 
\]

We note that using the same set of geometry for the two states, per se, does not introduce any approximation due to the state character of free energy (i.e., as \( \lambda \) evolves from 0 to 1, the geometry evolves from that for A to B). In practice, error may occur when SHAKE\textsuperscript{30} is used to constrain bond distances involving hydrogen to be the same for all \( \lambda \) values, although the magnitude is expected to be very small for all practical cases.

Since two electronic states but one set of nuclear coordinates is involved in the coupling potential in eq 5, we refer the protocol as “dual topology single coordinate” (DTSC),\textsuperscript{23} although some authors prefer to keep the notation as “single topology” (B. Brooks, private communication). Regardless of the notation, the formulation has the attractive features that it converges faster than using two separate copies of coordinates, and it does not require the evaluation of the Jacobian factor\textsuperscript{31} as needed in traditional single topology simulations using MM force field. The DTSC protocol apparently works only when A and B have very similar (but not identical) nuclear geometries. In the special case of a small difference between the two “solute” states, e.g., AH and A\textsuperscript{-} for pK\textsubscript{a} problems, special thermodynamic cycles can be constructed to take advantage of features of the DTSC protocol.\textsuperscript{24,25} When A and B are very different, one could either use the conventional dual topology dual coordinate potential (eq 4) or use the elegant “chaperone” approach proposed by Yang and co-workers.\textsuperscript{32}

2.2. Treatment of QM/MM Interactions: Electrostatics,\textsuperscript{25,33} van der Waals,\textsuperscript{24} and Link Atoms.\textsuperscript{35} Based on the popular form of the Hamiltonian in eq 1, it is clear that there are three components in QM/MM interactions: electrostatics, van der Waals, and the QM/MM frontier (boundary). All three components were investigated systematically with SCC-DFTB as the QM method. Using both gas-phase hydrogen-bonding clusters and solution-phase reactions, we showed that free energy calculations are rather insensitive to the van der Waals
parameters for QM atoms as long as the parameters are reasonable, due mainly to error cancellation effects. Regarding the treatment of QM/MM boundary, numerous investigations and developments have been made using link atoms, generalized hybrid orbitals, or pseudobonds. In a recent study, the accuracy of a series of link-atom-based approaches available in the program CHARMM was analyzed based on properties including proton affinities, deprotonation energies, dipole moments, and energetics of proton-transfer reactions. In addition to the analysis of gas-phase molecules in previous studies, an important element of that work is that chemical reactions in realistic enzyme systems were also examined. It was shown that the single-link-atom approach should be avoided in the calculation of quantities such as proton affinity, although other schemes often give similar results. For the energetics of reactions that conserve charge, the results were found to be even less sensitive to the frontier treatments.

Since electrostatic interactions often dominate free energy changes in biomolecules, carefully treating $U_{\text{elec}}^{\text{QM/MM}}$ is of the utmost importance. Although carefully analyzed in the context of fully classical simulations, the issue of consistent electrostatic treatment in QM/MM simulations was considered only recently, besides the pioneering work of Warshel and co-workers in EVB simulations. There were several implementations of the Ewald summation technique with QM/MM potentials, most with semiempirical QM methods such as AM1 and SCC-DFTB. With these QM methods, the cost of the QM/MM component (both real- and reciprocal space) may not be overwhelming compared to the MM component if the QM region is only a small part of the system. Nevertheless, periodic boundary condition simulations can be prohibitively expensive for large enzyme systems (e.g., the ribosome). Therefore, it is important to develop finite-size boundary condition that treats QM/MM electrostatics in a robust manner. Recently, we meet this challenge by adopting the generalized solvent boundary potential (GSBP) developed by Roux and co-workers for classical simulations.

Briefly, GSBP partitions the system into inner and outer regions (Figure 1) where the effects of the outer region on the inner, reaction region are represented implicitly within the total effective potential (potential of mean force),

$$W_{\text{GSBP}} = U^{(ii)} + U^{(io)} + U^{(ij)} + \Delta W_{\text{np}} + \Delta W_{\text{elec}}^{(io)} + \Delta W_{\text{elec}}^{(ii)}$$

(6)

where $U^{(ii)}$ is the complete inner-inner potential energy, $U^{(io)}$ and $U^{(ij)}$ are the inner-outer internal (bonds, angles, and dihedrals) and Lennard-Jones potential energies, respectively, and $\Delta W_{\text{np}}$ is the nonpolar confining potential. The last two terms are the core of GSBP, representing the long-range electrostatic interaction between the outer and inner regions. The contribution from distant protein charges (screened by the bulk solvent) in the outer region, $\Delta W_{\text{elec}}^{(io)}$ is represented in terms of the corresponding electrostatic potential in the inner region, $\phi_{\text{elec}}^{(io)}(r_{\text{n}})$.

$$\Delta W_{\text{elec}}^{(io)} = \sum_{\alpha, r_{\text{n}}} q_{\alpha} b_{\alpha}(r_{\text{n}})$$

(7)

The dielectric effect on the interactions among inner region atoms is represented through a reaction field term,

$$\Delta W_{\text{elec}}^{(ii)} = \frac{1}{2} \sum_{mn} Q_{m}^Q M_{mn} Q_{n}^Q$$

(8)

Figure 1. Illustration of the SCC-DFTB/MM-GSBP protocol established from studies summarized here: a small group of atoms (shown in line form) are treated with SCC-DFTB and the rest treated with the CHARMM 22 force field. The GSBP inner region (protein shown in ribbon and solvent by dots) typically contains all atoms within 20 Å from a site in the SCC-DFTB moiety; the remaining protein (shown in transparent ice-blue) and bulk water constitute the outer region.

where $\mathbf{M}$ and $\mathbf{Q}$ are the generalized reaction field matrix and generalized multipole moments, respectively, in a basis set expansion.

The strength of the GSBP method lies in its ability to include these contributions explicitly while sampling configurational space of the reaction region during a simulation at minimal additional cost. The static field potential, $\phi_{\text{elec}}^{(io)}(r)$, and the generalized reaction field matrix $\mathbf{M}$ are computed once based on Poisson–Boltzmann calculations and stored for subsequent simulations. The only quantities that need to be updated throughout the simulation are the generalized multipole moments, $Q_{n}$,

$$Q_{n} = \sum_{\alpha, \text{inner}} q_{\alpha} b_{\alpha}(r_{\text{n}})$$

(9)

where $b_{\alpha}(r_{\text{n}})$ is the $\alpha$th basis function at nuclear position $r_{\text{n}}$.

The implementation of GSBP in a combined QM/MM framework requires three additional terms,

$$\frac{1}{2} \sum_{mn} Q_{m}^Q M_{mn} Q_{n}^Q + \sum_{mn} Q_{m}^Q M_{mn} (Q_{n}^{\text{MM}} - Q_{n}^{\text{EX}}) +$$

$$\int dr \rho_{\text{QM}}^{Q}(r) \phi_{\text{elec}}^{(io)}(r)$$

(10)

corresponding to the QM-QM and QM-MM (corrected for exclusions due to link host schemes) reaction field, and the QM static field terms, respectively. For the GSBP combined with SCC-DFTB, these terms take on a simple form because $\rho_{\text{QM}}^{Q}(r)$ is expressed in terms of Mulliken charges.
\[ \sum_{A \in \text{QM}} \Delta q^A \delta (r - R_A), \] resulting in expressions,

\[ q_m^{\text{QM}} = \sum_{A \in \text{QM}} \Delta q^A b_m(R_A) \]

(11)

for the generalized QM multipoles and,

\[ \Delta W_{\text{elec}}^{\text{QM(lo)}} = \sum_{A \in \text{QM}} \Delta q^A \phi_{(o)}(R_A) \]

(12)

for the interaction of the QM region with the static field due to the outer region. These terms are included in the SCC-DFTB matrix elements during the SCF iteration.\(^{53}\)

Although the QM/MM-GSBF protocol offers a powerful way to study chemistry in large biomolecular systems in a multiscale manner, the method may not be the best choice for simulating all biological systems (e.g., systems that involve major conformational changes) due to its restricted treatment of configurational space for the outer region. In addition, the current implementation of GSBF ignores the surface polarization artifacts due to the inner-outer dielectric interface; the impact of these artifacts on simulation results have been documented and dealt with by Warshel and others for solution simulations.\(^{30,53}\)

Quantifying such effects in macromolecular simulations and further extending the flexibility of the GSBF protocol is a continuing focus of our work.

### 2.3. Improving the QM Method: Extensions of SCC-DFTB

Despite the rapid developments in computational hardware and linear-scaling quantum mechanics, it remains prohibitively expensive to compute free energies for condensed phase systems with ab initio QM methods even in a QM/MM framework. A promising approach is to develop semiempirical methods that offer the best balance of accuracy and efficiency. One popular avenue is to reparameterize commonly used semiempirical methods such as AM1 or PM3 for the specific system of interest, the so-called specific-reaction-parameter approach.\(^{52}\)

Our research goal, however, has been to systematically extend the formalism of an approximate density functional theory, the SCC-DFTB approach,\(^{20}\) so that the resulting method is more transferable. This is likely possible because parameters in SCC-DFTB were established in a simple and systematic manner based on DFT calculations,\(^{20,53}\) rather than with a tour-de-force fitting procedure adopted in typical semiempirical methods.\(^{54}\)

Furthermore, SCC-DFTB describes the structures of hydrogen-bonding systems rather well, which is important for the study of biomolecules.\(^{55}\)

There are systematic errors with the current formulation of SCC-DFTB; e.g., the hydrogen bonding energies are typically underestimated by 1–2 kcal/mol.\(^{20,21,34}\) For such systematic errors, however, there is the chance to find a simple way in which an approximate method can be extended without losing generality and transferability.

The first type of extension is to add higher order terms in the energy functional expansion of SCC-DFTB. This development improves the description of proton affinities (PA), which is of great importance in biological systems due to the extensive role of general acid–base catalysis in enzymes. Most semiempirical methods, including the original parameterization of SCC-DFTB, have rather large errors, often of 10–15 kcal/mol, for PAs.\(^{56}\)

Although it is possible to correct for errors in PA for properties such as pK\(_a\) in a post-processing manner,\(^{25}\) large errors in PA may result in wrong protonation states of reactive groups (e.g., phosphate groups), which may in turn lead to incorrect mechanistic conclusions. Recognizing the significant change in the charge distribution for a deprotonation/protonation process, it was conceived that improved PA can be obtained by extending the perturbation series that defines the SCC-DFTB approach to higher orders,\(^{57}\)

\[ E_{\text{SCC-DFTB}}^{\text{3rd}} = E_{\text{SCC-DFTB}}^{\text{2nd}} + \frac{1}{6} \int \int \int \int \frac{\delta^3 E_{\text{MM}}}{\delta n^2(r) \delta n^2(r')} \delta n^2(r''') \, dr \, dr' \, dr'' \]

where \(\gamma_{ab}\) is the approximate second-order kernel, \(\Delta q_a\) is the Mulliken charge of atom \(a\). The simplest approach is to include only the on-site third-order terms, which was found to already substantially improve the PA values (see Supporting Information). The on-site third-order kernel, \(\eta_{aaa}\), can be shown to be related to the charge derivative of the atomic Hubbard parameter (proportional to the chemical hardness), \(U_a\),

\[ \eta_{aaa} = \frac{\partial U_a}{\partial q_a} = \frac{\partial^2 \epsilon_a}{\partial q_a^2} \]

where \(\epsilon_a\) is the energy of the highest occupied atomic orbital and can be evaluated by atomic calculations using density functional theory; alternatively, \(\eta_{aaa}\) can be optimized based on desired properties such as accurate PA values (see Supporting Information).

Another important property of interest for biomolecular simulations is hydrogen-bonding interaction, which is not well described with the common semiempirical methods. SCC-DFTB was also found to systematically underestimate such interactions by, typically, 1–2 kcal/mol.\(^{58}\) Ironically, the SCC-DFTB/MM potential gives better descriptions due to the fact that MM charges in the nonpolarizable force field are often substantially larger than SCC-DFTB Mulliken charges.\(^{34}\) In addition to the inherent error in intra-QM interactions, such an imbalance between SCC-DFTB and SCC-DFTB/MM may cause erroneous behaviors at the QM and MM boundary.

The limitation of the SCC-DFTB approach for treating hydrogen-bonding interactions can be traced back to the short-range behavior of the \(\gamma_{ab}\) function for atomic pairs involving hydrogen. The assumption that the atomic charge density and its chemical hardness are inversely proportional,\(^{20}\) is not valid for hydrogen. As proposed by Elstner,\(^{59}\) an effective approach for fixing this is to introduce a damping function at short distances,

\[ \gamma_{ab} = \frac{1}{R_{ab} - S_{ab} \ast f(R_{ab})} = \frac{1}{R_{ab} - S_{ab} \ast \exp \left( - \frac{U_a + U_b}{2} R_{ab}^2 \right) \;} \]

where \(S_{ab}\) is the short-range function in the original SCC-DFTB method.\(^{20}\) The parameter, \(\xi\), in the damping function was adjusted based on high-level ab initio results for hydrogen-bonding clusters (Yang et al., unpublished).

It is worth noting that the optimal value of \(\xi\) was found to depend on whether the third-order term (eq 14) is included, because both modifications tend to increase polarity of the molecule (see Supporting Information).
We emphasize that both improvements of SCC-DFTB described above, the third-order extension and the modified Coulomb scaling, introduce a very small number of parameters (see Supporting Information). The parameters in the third-order terms can be calculated from DFT, and the resulting method shows a systematic improvement for the proton affinities studied here. Although these parameters were then optimized based on a set of molecules, the improvements are likely transferable to a broad range of systems. Systematic benchmark calculations are clearly of great importance and are being carried out.

3. Illustrative Applications and Discussions

In this section, we briefly discuss a number of applications of the QM/MM protocols presented above to demonstrate the value of those developments, especially in the context of studying chemical processes that involve significant charge reorganization. We begin by emphasizing the importance of configuration sampling and electrostatic treatment in the calculation of $pK_a$ of titratable groups in T4 lysozyme, which is followed by a short discussion of proton-transfer reactions in solution and the enzyme carbonic anhydrase. The standard SCC-DFTB method was used for the $pK_a$ calculations, while improved SCC-DFTB methods were used for the water autoionization and PT in carbonic anhydrase (see Supporting Information for details).

3.1. $pK_a$ in the M102K Mutant of T4 Lysozyme.

The knowledge of reduction potential or $pK_a$ value for a specific group is of essential functional interest in many mechanistic studies, in particular, analysis of redox-driven proton pumping. Calculation of such quantities, however, is far from straightforward because accurately describing the electronic structural change, especially for oxidation-reduction processes, often requires high level ab initio methods. More importantly, the change in the oxidation or protonation state of a group buried inside a biomolecule is often associated with nontrivial structural reorganizations. The latter fact is less widely appreciated due to the popularity of Poisson-Boltzmann based protocols, with either pure MM or QM/MM potentials, which typically do not include explicit structural changes. Although Poisson-Boltzmann remains most cost-effective when properties of a large number of groups are of interest, more robust methods are preferable when accurate reduction potential or $pK_a$ value for a specific group is needed. We illustrate this with the example of $pK_a$ in the T4 lysozyme; for the details of the simulations, see ref 25.

The $pK_a$'s of two residues, His 31 and Lys 102, in the M102K mutant of the T4 lysozyme were chosen to study with QM/MM methods because the corresponding $pK_a$ of titratable groups in T4 lysozyme, which is followed by a short discussion of proton-transfer reactions in solution and the enzyme carbonic anhydrase. The standard SCC-DFTB method was used for the $pK_a$ calculations, while improved SCC-DFTB methods were used for the water autoionization and PT in carbonic anhydrase (see Supporting Information for details).

Figure 2. Convergence behavior of the free energy derivative at $\lambda = 0.0$ in the $pK_a$ calculation for (a) His 31 and (b) Lys 102 in the M102K mutant of the T4 lysozyme with a SCC-DFTB/MM-GSBP (0.1 M salt) protocol. Note the drastic difference in the scale of the vertical axes in (a) and (b); also reverse and forward cumulative average was carried out for the His 31 and Lys 102 simulations, respectively. For the reverse cumulative average analysis, the estimated error in the original work was too small by nearly a factor of 2 due to a mistake in the implementation; the conclusions of that work, however, remain unchanged.

which were in good agreement with the experimental value of 2.1 $pK_a$ units.

The $pK_a$ prediction for Lys 102, by contrast, was more problematic. The Lys 102 is entirely buried in a hydrophobic pocket, which causes a large downward shift by four $pK_a$ units compared to 6.5 as measured with differential titrations and NMR. Therefore, it was anticipated that protonation of Lys 102 may cause substantial structural changes in the protein. Indeed, the M102K mutant crystal structure (1.9 Å resolution at pH 6.8) was found to be very similar to the wild type, except for the significantly increased mobility (as reflected by the B-factors) in the Glu 108-Gly 113 $\alpha$-helix, which was explained as the result from a mixing of the two Lys 102 protonation states at pH 6.8, with the helix being completely disordered for the protonated state and more structured (as in the wild type) for the deprotonated state.
The structural instability for the protonated Lys 102 state ($\lambda = 0.0$) was apparent in the SCC-DFTB/MM simulations. The root-mean-square deviation (RMSD) from the X-ray structure eventually increased from 0.5 to 1.0 Å in 10 ns, which was striking considering that a significant part of the protein was fixed during the GSBP simulations. The origin of the higher RMSD’s in the $\lambda = 0.0$ simulations stem from the structural changes in two $\alpha$-helices in close proximity to Lys 102. In the 0.0 M simulation, for example, the Glu 108–Gly 113 $\alpha$-helix partially unwound due to a dramatic migration ($\approx 12$ Å) of the nearby Phe 114 to the protein surface, which allowed water molecules to penetrate into the interior of the protein to solvate the protonated Lys 102 (Figure 3). The deprotonated simulations, by contrast, remained similar to the crystal structure with the Phe 114 acting as a hydrophobic barrier that prevents solvation of the deprotonated Lys 102.

In accord with the observed structural instability, the convergence behavior of the free energy derivatives was found less satisfactory for Lys 102 compared to the His 31 case (contrast Figure 2a,b). According to the cumulative reverse averaging protocol, the free energy derivatives did not converge for any $\lambda$ value after 10 ns of simulation for each window. Quantitatively, taking the forward cumulative average and ignoring the root-mean-square deviation (RMSD) from the X-ray structure, the estimated $pK_a$ shift (relative to propylamine in solution) was $-15.6$ and $-13.4$ $pK_a$ units for 0.0 and 0.1 M simulations, respectively, which were much larger than the experimental shift of $-4.0$ $pK_a$ units. Interestingly, if one assumes that Lys 102 in the protonated state is completely solvent exposed thus the free energy derivative for $\lambda = 0.0$ can be taken as that for propylamine in solution (197.1 kcal/mol), using this value together with the free energy derivative for $\lambda = 1.0$ in the realistic lysozyme simulations in a linear response framework would produce a much more reasonable $pK_a$ shift of 4.2. Although this agreement might be coincidental, considering the success we have had for all other cases studied so far, the result strongly argues that protonated Lys 102 significantly destabilizes the protein structure and is likely to be exposed to the solvent, in contrast to the crystal structure.

The $pK_a$ calculations in T4 lysozyme clearly illustrated the success and limitations of the free energy perturbation approach using the SCC-DFTB/MM potential. An important point is that even when poor results are obtained, as in the case of Lys 102, the explicit free energy simulations can provide clues (structural instability, poor convergence of the free energy derivative) regarding the origin of the problem and possible solutions, which is an essential advantage over continuum electrostatics based methods.

3.2. Proton Transfer: Water Autoionization and Reactions in Carbonic Anhydrase. Proton transfer (PT) reactions are prevalent in chemistry and life processes, ranging from general acid–base catalysis to proton pumping in bioenergetics. Although basic mechanisms for localized PT in enzyme active sites are rather well understood, long-range PTs, are more challenging to understand at a quantitative level. It is generally accepted that long-range PT occurs through the help of hydrogen-bonded “wires” formed by water molecules and possibly titratable amino acid side chains, yet the precise transfer pathway(s) and rate-limiting factors are often difficult to unravel due to the large number of groups involved. Theoretical analyses are well poised to make an essential contribution in this regard, although long-range charge separation and the involvement of multiple bond-breaking and formation events make it difficult to carry out meaningful calculations. In the following, we illustrate a number of challenges in theoretical analysis of PTs in condensed phase environments and the corresponding developments made in our research group.

3.2.1. Active Site Dynamics and Water Distribution in Carbonic Anhydrase. Although the rate-limiting factors for long-range PTs are not precisely established, it is commonly believed that a prerequisite for any reliable theoretical analysis is the appropriate description for the structure and dynamics of the proton donor and acceptor groups as well as the water molecules that bridge them. Due to the significant charge separation associated with long-range PTs, appropriate treatment of the long-range nature of electrostatics is important. This can be best illustrated with the example of carbonic anhydrase (CA).

CA is a Zn(II)-containing metalloenzyme that moderates respiration by catalyzing the conversion between CO$_2$ and HCO$_3^-$.
the X-ray structure is likely an artifact due to the neglect of bound water and His 64 with different electrostatics protocols. (a) Superposition of a few key residues from two stochastic boundary SCC-DFTB/MM simulations with the X-ray structure (PDB code: 2CBA, colored based on atom types); the two sets of simulations did not have any cutoff for the electrostatic interactions between SCC-DFTB and MM atoms but used different treatments for the electrostatic interactions among MM atoms: group-based extended electrostatics (in yellow) and atom-based force-shift cutoff (in green). Extended electrostatics simulations sampled configurations with the protonated His 64 too close to the zinc moiety while force-shift simulations consistently sampled the “out” configuration of the His 64 in multiple trajectories. (b) Statistics for productive water bridges (only from two and four shown here) between the zinc bound water and His 64 with different electrostatics protocols.

recently implemented in the QM/MM framework in CHARMM, while the other three calculations used a finite-size spherical protocol with either GSBP (20 Å inner region) or the popular stochastic boundary condition (25 Å water droplet). In the stochastic boundary simulations, the QM/MM electrostatics were always treated without cutoff; the MM/MM electrostatics, however, were treated with either a simple force-shift-based cutoff (12 Å) or extended electrostatics. We note that long-range effects due to protein atoms and bulk water beyond the explicitly simulated region were neglected in the stochastic boundary calculations but included through continuum electrostatics in the GSBP-based simulations. Following the literature, the protonation state that involves zinc-bound water (hydroxide) and neutral (protonated) His 64 is referred to as the CHOH state and orientation of the His 64 side chain. For example, all simulations gave qualitatively similar results for the CHOH state with His 64 flipped to the “out” conformation, for which four-water bridge was found dominant with all protocols. For the CHOHH state with His 64 adopting the “in” conformation, extended electrostatics and cutoff simulations distinctively favored four- and two-water bridges, respectively; GSBP simulations, on the other hand, produced rather even distributions of two- to six-water bridges. The Ewald simulations produced results similar to the GSBP calculations, although a slight preference over four-water bridge was seen (Figure 4b). The problem with the cutoff simulation was also apparent when analyzing the number of water molecules in the active site; within 10 Å from the zinc ion, the average number of water molecules in the CHOHH simulations (His 64 “in”) is 14.2, 14.7, 15.1, and 23.1 for the GSBP, Ewald, extended electrostatics, and cutoff protocols, respectively.

In short, the observed differences using various protocols emphasized that a consistent treatment of electrostatics is required for predicting even qualitatively correct behavior for processes that involve significant charge separations, such as long-range PTs.

3.2.2. Water Autoionization. To predict meaningful thermodynamics and kinetics for long-range PT, it is evident that accurate (at least relative) proton affinities of the donor and acceptor groups as well as the intervening water molecules need to be reproduced. In addition, due to the extensive polar interactions along many possible PT pathways, hydrogen bonding interactions need to be described well. We illustrate the importance of these requirements quantitatively using the example of autoionization (H2O+H++OH−) in bulk water; more detailed presentation of methods and comparison with previous studies as well as exploration of alternative reaction coordinates will be reported separately soon.

We explore the potential of mean force (PMF) along a reaction coordinate defined by the O−H distance in the specific water molecule undergoing autoionization. The PMF was calculated using the weighted histogram analysis method (WHAM) from 15 umbrella sampling simulations (20 ps for bulk solvation, which may cause overestimation of attraction between the protonated His 64 and active site residues (e.g., Glu 106). By striking contrast, in all cutoff-COHH simulations performed, the His 64 side chain consistently flipped to the “out” position in the very early stage of the trajectory. This behavior is likely due to the unbalanced QM/MM and MM/MM treatments in these simulations, which overestimate the repulsion experienced by the protonated His 64 due to the underestimation of the attraction to Glu 106/Glu 117 (both are beyond the cutoff distance from His 64).

To analyze the water wire connecting the zinc-bound water/hydroxide and His 64, we followed a definition of hydrogen-bond in terms of both distance (O−O < 3.5 Å) and angle (O−H−O ≥ 140°); care was taken to classify the bridge as productive if a proton can be successfully passed from donor to acceptor through the bridge and unproductive otherwise (e.g., one water molecule serves as a double-donor or double-acceptor). Results were categorized by the population of the water bridge, defined by the number of frames in a productive water bridge of a specific length relative to the total frames in the analyzed trajectory (Figure 4b); when more than one productive water bridge was present in a frame, only the shortest one was counted. Overall, the agreement between Ewald and GSBP results was very good. The agreement between GSBP and stochastic boundary simulation depended on the protonation state and orientation of the His 64 side chain. For example, all simulations gave qualitatively similar results for the COHH state with His 64 flipped to the “out” conformation, for which four-water bridge was found dominant with all protocols. For the CHOH state with His 64 adopting the “in” conformation, extended electrostatics and cutoff simulations distinctively favored four- and two-water bridges, respectively; GSBP simulations, on the other hand, produced rather even distributions of two-to six-water bridges. The Ewald simulations produced results similar to the GSBP calculations, although a slight preference over four-water bridge was seen (Figure 4b). The problem with the cutoff simulation was also apparent when analyzing the number of water molecules in the active site; within 10 Å from the zinc ion, the average number of water molecules in the CHOH simulations (His 64 “in”) is 14.2, 14.7, 15.1, and 23.1 for the GSBP, Ewald, extended electrostatics, and cutoff protocols, respectively.

In short, the observed differences using various protocols emphasized that a consistent treatment of electrostatics is required for predicting even qualitatively correct behavior for processes that involve significant charge separations, such as long-range PTs.

Figure 4. Properties of the carbonic anhydrase active site in the COHH state (zinc-bound hydroxide and protonated His 64). (a) Superposition of a few key residues from two stochastic boundary SCC-DFTB/MM simulations with the X-ray structure (PDB code: 2CBA, colored based on atom types); the two sets of simulations did not have any cutoff for the electrostatic interactions between SCC-DFTB and MM atoms but used different treatments for the electrostatic interactions among MM atoms: group-based extended electrostatics (in yellow) and atom-based force-shift cutoff (in green). Extended electrostatics simulations sampled configurations with the protonated His 64 too close to the zinc moiety while force-shift simulations consistently sampled the “out” configuration of the His 64 in multiple trajectories. (b) Statistics for productive water bridges (only from two and four shown here) between the zinc bound water and His 64 with different electrostatics protocols.
each window, with the reaction coordinate ranging from 1.0 to 2.5 Å. The PMF was calculated with different parameter sets for SCC-DFTB (see Supporting Information) and varying sizes of the QM region (Figure 5). The calculated values should be compared to the experimental estimates for the activation free energy of $\Delta G^\ddagger = 23.8$ kcal/mol and the reaction free energy of $\Delta G^\circ = 21.4$ kcal/mol.\textsuperscript{82,83}

Without the third-order terms (eq 14), SCC-DFTB has a significant error of 16.7 kcal/mol for the relative proton affinities of water and hydroxide; without the hydrogen-bonding correction (eq 16), SCC-DFTB underestimates the strength of hydrogen-bonding by $\sim 2.5$ kcal/mol and $\sim 4$ kcal/mol (per hydrogen-bond on average) for clusters involving neutral and protonated water molecules, respectively. These deficiencies observed in the gas-phase systems were transparent in the PMFs calculated in the condensed phase (Figure 5), and including only one type of correction was not sufficient to obtain quantitative results. Including only the hydrogen-bonding correction gave too high a barrier by more than 10 kcal/mol, which is not unexpected considering the large error in the relative gas-phase PAs of water and hydroxide. Strikingly, including only the third-order correction, which dramatically improved the relative PAs of water and hydroxide to be 3.2 kcal/mol in the gas phase (although the parameters in eq 14 were not specifically fitted for water), also produced too high a barrier by $\sim 6$ kcal/mol. Satisfactory agreement with experimental estimates was obtained only when both the third-order and hydrogen-bonding corrections were included with a sufficiently large QM region of 50 water molecules (Figure 5). With too small QM regions, the hydration of the hydronium species is not well described, which led to very different PMF profiles; e.g., including 18 QM water molecules gave very similar PMF for the reaction coordinate up to 2 Å but then diverged from the 50-QM-water result beyond that.

Although the third-order and hydrogen-bond corrections to SCC-DFTB remain to be carefully tested for other bulk properties (e.g., diffusion of $\text{H}^+$, $\text{OH}^-$ in water), the study of water autoionization clearly demonstrated that to obtain reliable energetics of solution reactions, it is important to choose a method and QM/MM partitioning protocol that not only describes the “intrinsic” reactivity (e.g., as reflected by gas phase energetics) but also the appropriate solvation of the reactive moiety by the environment. Although it appears obvious, it is not clear that the quantitative impact on the result is widely appreciated given that most published studies use a minimal QM region including only the reactive components.

3.2.3. Reaction Paths for PT in Carbonic Anhydrase. One of the most challenging issues in understanding long-range PTs is that there are likely multiple pathways for the proton transfer.\textsuperscript{70} Although the situation is most striking in complex biomolecular pumps, even a small enzyme such as carbonic anhydrase may involve multiple PT pathways that include a variable number of bridging water molecules ranging from two to six (see above). Establishing the relative weights of various candidate pathways in the total PT flux is not a trivial matter. For example, computing potentials of mean force along specific types of water bridges is not likely a valid approach in this regard because the time scale associated with transitions among different types of water bridges ($\sim$ ps) is often much shorter compared to the time scale corresponding to the PT kinetics ($\sim$ ns). A more rigorous investigation involving the transition path sampling technique\textsuperscript{84} is yet too computationally demanding. The more revealing and practical approach is to explore the energetics of different PT pathways with a statistically significant number of representative protein/solvent configurations. The challenge is how to collect such configurations in a systematic and meaningful manner, which we will illustrate using the example of carbonic anhydrase. More detailed analyses will be presented elsewhere.

Naively, a straightforward approach is to sample the protein/solvent configurations by running molecular dynamics for the stable states and then initiate minimum energy path (MEP) calculations from a randomly collected set of snapshots that satisfy the Boltzmann distribution. The problem with this approach for long-range PT is that the protein/solvent configurations are sensitive to the charge distribution of the reactive fragments, which makes the MEP results highly dependent on the chemical state used in the sampling. In the specific case of CA, this means that, depending on whether the proton is localized at the zinc-bound water (CHOH state) or at His 64 (COHH) during the sampling of protein/solvent configurations as starting structures, the MEP results may be very different. More importantly, since the protein/solvent need to reorganize significantly during the reaction, the configurations collected from these end-state simulations (CHOH, COHH) may not reflect the environment in which the PT occurs, thus the corresponding MEP results do not reflect the intrinsic energetics of different pathways.

Indeed, as shown in Table 1, the MEP results depend strongly on the protein/solvent configurations. With CHOH snapshots, the PT tends to be highly endothermic because the environment preferentially stabilizes the chemical state in which the proton localizes to the zinc-bound water. By contrast, the PT tends to be highly exothermic with the protein/solvent configurations collected from the COHH simulations. There seem to be differences between the average barrier heights for two-, three-, and four-water bridges, although the differences are comparable to the fluctuations within each water-bridge type, which makes it difficult to reach any conclusion regarding the preference of a specific type of water bridge for PT. Due to the largely skewed reaction energies (experimental observations suggest nearly thermoneutral reaction), both COHH and CHOH simulations...
such that the charge-localized diabatic states are energetically with the largest probability when the environment is organized, estimate of produced average barrier heights far from the experiment on Different Samplings of Carbonic Anhydrase

<table>
<thead>
<tr>
<th>Sampling</th>
<th>two-water</th>
<th>three-water</th>
<th>four-water</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHOH$^a$</td>
<td>$\Delta E_{act}$ 16.2 (4.1)</td>
<td>20.8 (4.9)</td>
<td>23.4 (5.8)</td>
</tr>
<tr>
<td></td>
<td>$\Delta E_{rxn}$ 13.2 (5.4)</td>
<td>14.7 (5.1)</td>
<td>13.7 (6.0)</td>
</tr>
<tr>
<td>COHH$^b$</td>
<td>$\Delta E_{act}$ 3.7 (1.8)</td>
<td>5.4 (3.6)</td>
<td>8.7 (3.7)</td>
</tr>
<tr>
<td></td>
<td>$\Delta E_{rxn}$ −8.2 (5.0)</td>
<td>−17.3 (5.5)</td>
<td>−13.6 (5.4)</td>
</tr>
<tr>
<td>“TS-reorganized”$^b$</td>
<td>$\Delta E_{act}$ 6.8 (2.2)</td>
<td>12.6 (1.9)</td>
<td>17.4 (2.0)</td>
</tr>
<tr>
<td></td>
<td>$\Delta E_{rxn}$ −0.2 (3.5)</td>
<td>3.3 (2.8)</td>
<td>3.0 (2.7)</td>
</tr>
</tbody>
</table>

$^a$ The simulations were carried out using SCC-DFTB/MM-MSGBP potential function that include the hydrogen-bonding correction discussed in section 2.3. A number of QM regions were tested ranging from a minimal set (zinc ion and its ligands, the His 64 side chain plus the bridging water molecules) to the largest set that further included the side chains of Thr 198, Thr 199, Glu 104 and all water molecules within 7.5 Å from the zinc-ion; the trends observed were not sensitive to the size of the QM region. The numbers reported were based on the minimal QM region. Independent of the chemical state simulated in the MD, all the energetics reported were determined relative to the chemical state involving the zinc-bound water. Numbers without parentheses are average values and those with parentheses are the standard deviations. The typical sample size for different simulations includes fifty minimum energy paths starting from independent snapshots. $^b$ Indicate the chemical state for the QM region used in the MD simulations. CHOH: zinc-bound water and neutral His 64; COHH: zinc-bound hydroxide and doubly protonated His 64; “TS-reorganized”: transferring protons along the water wire were constrained to be halfway between neighboring oxygen atoms, which is the protocol that approximately samples the protein/solvent configurations so that the proton-localized states are nearly degenerate.

produced average barrier heights far from the experiment estimate of $\sim 8–10$ kcal/mol.$^{85}$

In the theoretical formulation of electron- and short-range proton-transfer reactions, it is recognized that the transfer occurs with the largest probability when the environment is organized, such that the charge-localized diabatic states are energetically degenerate.$^{66}$ Therefore, to probe the intrinsic energetics of different PT pathways, it is more appropriate to sample the protein/solvent configurations that satisfy the degeneracy condition. Since it is difficult to define charge-localized diabatic states for multiple-PT processes in the DFT framework, we adopted an approximate protocol in which the center of excess charge associated with a particular PT pathway was constrained to be halfway between the zinc-bound water and His 64. Specifically, molecular dynamics simulations were carried out in which the transferring protons along a particular type of water wire were constrained to be equally spaced ($\sim 1.25$ Å) between the two neighboring oxygen atoms using SHAKE.$^{30}$ As shown in Table 1, the MEP results based on snapshots from these “TS-reorganized” simulations have reaction energetics rather close to zero, as expected, and substantially smaller fluctuations in both the reaction energy and barrier compared to the “end-state” (COHH and CHOH) simulations. The two-water PTs have an average barrier of 6.8 kcal/mol, which is fairly close to the experimental activation free energy of 8–10 kcal/mol; note that the average barrier from the MEP calculations cannot be directly compared to the experimental value partly because the free energy cost for the environmental reorganization is missing. Nevertheless, a striking trend revealed by the “TS-reorganized” simulations is that the PT requires significant thermal activation even after the environment is reorganized, which is in direct contrast with the speculation that long-range PT in a reorganized CA environment proceeds with a negligible barrier.$^{85}$ Moreover, the activation barrier has a rather steep dependence on the length of the water wire; e.g., PT through four-water bridge requires, on average, a much higher barrier of 17.3 kcal/mol, which essentially rules out the contribution of such type of transfer to the overall rate. This is in contrast with the previous suggestion that the PT in CA is limited by the first proton transfer from the zinc-bound water to the next water molecule,$^{88}$ which would suggest little dependence on the length of the subsequent water bridge. Moreover, the steep bridge-length dependence suggests that an alternative mechanism might be functional in the chemical rescue experiments involving the H64A mutant$^{89}$ (Riccardi and Cui, work in progress).

Given the dramatic difference between the MEP results based on CHOH, COHH, and “TS-reorganized” simulations, it is interesting to ask what components of the system significantly contribute to the observed differences. As shown by the charge-perturbation analysis in Table 2, the contribution of protein atoms to the reaction energy is rather similar ($\sim 30$ kcal/mol) in all three sets of simulations, despite the drastically different reaction energies. By contrast, the contribution from water molecules, especially those within 7.5 Å of the zinc ion, varies dramatically in different simulations. Therefore, the emerging mechanistic picture is that water molecules, peripheral to the PT water-bridges, regulate the energetics of the PT. This is not unreasonable considering that the protein groups in the active site are largely pre-organized, while it is easier for the water molecules to adopt different orientations to stabilize the charge-distribution of various chemical states. Therefore, the collective dynamics of water molecules in the active site are crucial for initiating the long-range PT, as previously suggested for the autoionization of water in the bulk.$^{60}$ In terms of the contribution to the activation barrier ($\Delta \Delta E_{act}$ in Table 2), it appears that both protein and water components change in different sets of simulations; e.g., the protein contribution seems to be substantially smaller in the COHH than in the CHOH simulations, which compensates nicely with the water contribution in the former case. However, since the protein contributions to the reaction energy were, in fact, rather similar in these two sets of simulations, the different protein contributions to the barrier must be due to the change in the nature of the transition state instead of major reorganization in the protein configuration. Indeed, as shown in Figure 6, the typical transition state in the CHOH simulations is substantially later (e.g., the His 64 is almost protonated) than that in the COHH simulations, in accordance with the Hammond postulate. In other words, the variable protein contribution to the activation barrier is also a consequence of water reorganization in the active site, which regulates the reaction energy and therefore also the nature of the transition state.

4. Conclusions and Perspectives

Theoretical investigations of chemical reactions in biological systems are both fascinating and challenging. Due to the intrinsic complexity associated with these problems, effective theoretical and computational models need to be developed to balance the cost of simulation and accuracy of the results appropriate for answering the questions of interest. Here we illustrate this process with a number of developments motivated by our long-term goal of understanding vectorial proton transport in biomolecular ion pumps. Specifically, we discussed effective QM/MM simulations in terms of free energy simulations, treatment of long-range electrostatics, and improvements of an approximate DFT method, which have been outstanding challenges for the reliable analysis of chemical reactions that involve significant charge separations. Using several examples, we demonstrated that quantitative energetics and new mechanistic insights can be obtained for complex processes that involve the
TABLE 2: Statistics for the Contribution from Protein and Water to the Barrier and Reaction Energy (in kcal/mol) Associated with Minimum Energy Paths Involving Two Bridging Water Molecules in Carbonic Anhydrase

<table>
<thead>
<tr>
<th>sampling</th>
<th>total MM</th>
<th>protein</th>
<th>water</th>
<th>water&lt;7.5 Å</th>
<th>water&gt;7.5 Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHOHP</td>
<td>ΔΔEact</td>
<td>17.6(6.6)</td>
<td>21.2(5.5)</td>
<td>-8.7(5.5)</td>
<td>3.2(5.7)</td>
</tr>
<tr>
<td></td>
<td>ΔΔEexa</td>
<td>20.2(7.3)</td>
<td>29.1(4.5)</td>
<td>-14.7(7.3)</td>
<td>2.3(7.6)</td>
</tr>
<tr>
<td>COHHP</td>
<td>ΔΔEact</td>
<td>1.8(3.6)</td>
<td>13.6(5.4)</td>
<td>-12.8(3.6)</td>
<td>-3.8(2.5)</td>
</tr>
<tr>
<td></td>
<td>ΔΔEexa</td>
<td>-4.3(6.8)</td>
<td>30.1(5.0)</td>
<td>-37.9(6.2)</td>
<td>-15.7(6.4)</td>
</tr>
<tr>
<td>“TS-reorganized”</td>
<td>ΔΔEact</td>
<td>6.5(3.6)</td>
<td>14.3(7.1)</td>
<td>-9.0(5.6)</td>
<td>-1.1(2.5)</td>
</tr>
<tr>
<td></td>
<td>ΔΔEexa</td>
<td>5.0(4.9)</td>
<td>25.0(4.0)</td>
<td>-20.8(6.2)</td>
<td>-3.9(4.3)</td>
</tr>
</tbody>
</table>

a The results were obtained with charge perturbation analysis, in which the charges of a specific set of atoms are set to zero and the contribution of these atoms is taken as the difference between the single-point energies relative to the full QM/MM values. Numbers without parentheses are average values and those with parentheses are the standard deviations. Positive and negative values indicate unfavorable and favorable contributions, respectively. b The same set of reaction paths as in Table 1 was used. c The distances were measured between the water oxygen atoms and the zinc ion.

Figure 6. Representative transition states (obtained from minimum energy path calculations) along two-water bridges from the zinc-bound water to His 64 in the active site of carbonic anhydrase with protein and solvent configurations sampled from molecular dynamics simulations of different chemical states. Protein backbone is illustrated with ribbons; the zinc ion, side chain of His 64 and water molecules along the proton-transfer pathway are shown in ball-and-stick; several important protein residues (zinc ligands: His 94, 96, 119, and Glu 104, Thr 197) and water molecules peripheral to the proton-transfer wire (all water within 7.5 Å from the zinc-ion) are shown in the line form. The structure based on a snapshot from COHH simulation is colored in light blue (peripheral water in purple), and the other color-coded structure (atoms by atom type; peripheral water in yellow; ribbon by residue type, white: nonpolar, green: polar, red: basic, blue: acidic) is based on a snapshot from CHOH simulation. Note that the transition states are typically much earlier in COHH simulations than in CHOH simulations (as indicated by the bond distances, in Å, associated with the last proton along the wire), due to the dramatic difference in reaction energy, which is largely regulated by the water molecules rather than the protein residues in the active site (see Table 2).

ionization ($pK_a$ problem) and transfer of proton(s) in water, and the enzyme carbonic anhydrase. An inconsistent treatment of electrostatics or lack of sufficient sampling, however, may lead to qualitatively incorrect results.

The developments summarized here have enabled us to initiate investigations into specific mechanistic issues concerning proton pumping in cytochrome $c$ oxidase. To tackle other biochemical and biophysical problems of comparable or even higher level of complexity,10,12,14,15,18,21,92 many key challenges remain to be met.19–29 For example, systematic benchmark studies22 need to be carried out to more clearly establish the range of applicability for the SCC-DFTB method and the recent extensions,57,91 the SCC-DFTB approach has become increasingly popular and applied successfully to a range of problems,10,12,14,15,18,21,92 although the breadth of benchmark studies has been quite limited compared to the widely used AM1 and PM3 methods. Another important area being pursued by several groups concerns the development of effective QM and QM/MM methods for systems involving open-shell species such as transition metal or electronically excited states,7,93 which so far have mainly been limited to analyses using relatively small active site models and minimum energy path calculations. Finally, an interesting direction concerns integration of results from detailed QM/MM and MM simulations into a framework of reduced resolution, so observables (e.g., ion transport flux,70,94 thermodynamic efficiency of transport) that require the sampling of longer (> μs) time scale can be evaluated. In a far-reaching limit, if these observables are to be evaluated in the in vivo rather than in vitro condition, the effect of the cellular content on the diffusion and conformational properties of both the substrate(s) and the macromolecule(s) needs to be understood. This kind of modeling has been traditionally the theme of kinetic Monte Carlo simulations95 and network dynamics in mathematical biology,96 although important parameters in these models are typically not derived from highly detailed simulations. With improved computational algorithms and hardware, the gap between microscopic simulations and macroscopic scale models will be reduced and eventually allow us to study chemistry in the realistic biological context.
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