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Abstract

To quantitatively explore the applicability of the Generalized Solvent Boundary Potential (GSBP) based QM/MM approach as a “multi-scale” framework for studying chemical reactions in biomolecules, the structural and energetic properties of the Human Carbonic Anhydrase II (CAII) are analyzed and compared to those from periodic boundary condition (PBC) simulations and available experimental data. Although the atomic fluctuations from GSBP based simulations are consistently lower compared to those from PBC simulations or crystallographic data, the fluctuations and internal coordinate distributions for residues in the proximity of the active site as well as diffusion constants of active-site water molecules are fairly well described by GSBP simulations. The pK$_a$ of the zinc-bound water, calculated with a SCC-DFTB/MM-GSBP based thermodynamic integration approach, agrees well with experiments for the wild type CAII. For the E106Q mutant, however, a 9 pK$_a$ unit downward shift relative to the wild type is found in contrast with previous experiments that found little change. This dramatic discrepancy signals a possible change in the mechanism for the interconversion between CO$_2$/HCO$_3^-$ in the E106Q mutant, which may be similar to the bicarbonate mediated mechanism proposed for the Co$^{2+}$ substituted CAII$^1$. The study highlights pK$_a$ analyses as a valuable approach for quantitatively validating the computational model for complex biomolecules as well as for revealing energetic properties intimately related to the chemical process of interest.
I. INTRODUCTION

With rapid developments in computational hardwares and novel computational algorithms, hybrid quantum mechanical/molecular mechanical (QM/MM) simulations\textsuperscript{2,3} have become increasingly popular in the last two decades.\textsuperscript{4-12} In recent years, there has been great interest in pushing forward the QM/MM techniques in a “multi-scale” framework in order to quantitatively analyze reactive processes in very large biomolecular systems, such as ion pumping in membrane proteins and peptide synthesis in the ribosome.\textsuperscript{13} The most straightforward implementation in this context is to treat the reactive fragments with QM, the immediate environment (e.g., within 20-25 Å) with MM, and the rest with continuum electrostatics. Although this scheme has been envisioned many years ago by a number of researchers, a flexible implementation applicable to biomolecules has only been reported in recent years. For example, we have implemented the generalized solvent boundary (GSBP) condition approach of Roux and co-workers\textsuperscript{14} in a QM/MM framework.\textsuperscript{15} A related but different formulation based on the boundary element approach has been reported by York and co-workers.\textsuperscript{16} With simpler QM methods, such a framework has been explored by Warshel and co-workers in their pioneering studies.\textsuperscript{17}

As discussed in the original work,\textsuperscript{14} the GSBP approach treats a small region (e.g., a 20 Å spherical region) in complete microscopic details while including the effects (largely electrostatic) due to atoms further away and the bulk environment (solution and/or membrane) with continuum electrostatics at the Poisson-Boltzmann level. In such a way, the GSBP approach is as computationally efficient as the popular “stochastic boundary condition”\textsuperscript{18} but with better defined approximations and is potentially well suited for studying localized chemical processes (e.g., ligand binding, enzyme catalysis) in very large biomolecules. Our recent studies found that the QM/MM-GSBP protocol produced encouraging results at both the qualitative and quantitative levels for a number of biomolecular systems; these include active site dynamics in human carbonic anhydrase II (CAII) in comparison to experimental observations and previous classical simulations,\textsuperscript{15} water profile in the channel of aquaporin in comparison to explicit membrane-solvent simulations\textsuperscript{19} and $pK_a$ values for titratable groups in the T4 lysozyme in comparison to experimental measurements.\textsuperscript{20} In a study related to the current work,\textsuperscript{21} QM/MM-GSBP calculations were compared to QM/MM-Ewald simulations for the active site properties of CAII (see Supporting Information in Ref.\textsuperscript{21}) that
included the distribution and diffusion constant of active-site water molecules as well as the flexibility of the proton acceptor (His 64). Overall, the agreement was again very encouraging except that the diffusion of water is slowed down near the inner/outer boundary in the GSBP simulations, as was expected.

To fully explore the applicability and potential limitation of the GSBP based QM/MM approach, it is important to study how structural and energetic properties of biomolecules depend on the size of the mobile region. Bearing this goal in mind, we continue to explore the properties of CAII, which is a small zinc-enzyme that catalyzes the interconversion between CO$_2$ and bicarbonate (HCO$_3^-$). As discussed in previous studies (also see Sect. II),$^{12,15,21}$ CAII is an ideal system for benchmarking QM/MM methods because of its small size and rich experimental background.$^{22-24}$ In particular, due to the importance of long-range proton transfer in its functional cycle, the properties of the CAII active site are sensitive to simulation details such as the treatment of long-range electrostatics, which makes a stringent test of QM/MM protocols possible.

Another important motivation for the current work is to illustrate the value of $pK_a$ simulations for establishing a quantitative understanding of the electrostatic interaction network in the CAII active site. Although electrostatics have been recognized to be crucial in enzyme systems,$^{25}$ especially those that involve long-range charge/proton transfers, a quantitative analysis has been largely limited to the level of continuum electrostatics. By combining the thermodynamic integration technique with the QM/MM-GSBP protocol,$^{20}$ we illustrate how a microscopic analysis of $pK_a$ values of critical groups can serve as a powerful benchmark for the simulation protocol and, at the same time, offer new mechanistic insights.

In the following, we first summarize the computational details for the QM/MM-GSBP simulations of CAII with two different mobile-regions within 20 and 25 Å. In Sect. III, we analyze the active site behavior and the $pK_a$ of the zinc-bound water. In Sect. IV, we draw a few conclusions regarding the applicability of the QM/MM-GSBP protocol in the context of enzyme simulations and highlight the value of $pK_a$ analysis for studying chemical reactions in enzymes.
II. COMPUTATIONAL METHODS

Under proper buffer conditions, the rate limiting step in the catalytic cycle of CAII has been shown to be the proton transfer between the zinc-bound water in the active site and His 64. In this investigation, we focus on the protonation state of the zinc-bound water while the His 64 is kept in the neutral state. Following Toba et al., the zinc-bound water and zinc-bound hydroxide states are referred to as CHOH and COH respectively. All the simulations in this work employ a hybrid quantum mechanics and molecular mechanics (QM/MM) approach. The standard second-order Self-Consistent Charge Density Functional Tight-Binding approach (SCC-DFTB) is used for the QM region, which consists of the zinc, its three histidine (His 92, His 94, and His 119) and $H_2O/OH^-$ ligands. The SCC-DFTB approach is chosen based on its overall balance of computational efficiency and accuracy; the reader is referred to recent reviews for more complete discussions. Specifically for the CAII system, gas phase benchmark calculations have been carried out for the model zinc compound that is identical to the QM region used here; the SCC-DFTB approach gives an error of 7.0 kcal/mol for the proton affinity of the zinc-bound water compared to B3LYP/6-311+G**/B3LYP/6-31G* calculations. Although this significant error would make absolute $pK_a$ prediction difficult, we note that SCC-DFTB gives a very similar error (∼8 kcal/mol) for the proton affinity of 4-methyl-imidazole. Therefore, the SCC-DFTB approach used here is expected to provide a balanced treatment for the relative $pK_a$ of the proton donor and acceptor groups in CAII, which is confirmed by the fact that SCC-DFTB/MM PMF calculations give a nearly thermoneutral reaction energy for the proton transfer, in agreement with experimental findings. For the MM atoms, the CHARMM 22 forcefield is used. Link atoms are placed between the $C_\alpha$ and $C_\beta$ atoms of the MM and QM regions, respectively, to complete the valence of the quantum boundary atoms; the subtleties associated with the treatment of the QM/MM frontier for $pK_a$ calculations are discussed below. MM bonding terms are maintained between the QM and MM atoms across the boundary. For the van der Waals parameters for the QM atoms, the standard CHARMM parameters are used. As shown in our previous benchmark study, these standard parameters work well for SCC-DFTB compared to an optimized set based on a small set of hydrogen-bonded complexes. Since we focus on relative $pK_a$ between the zinc-bound water and 4-methyl imidazole, the effect of the QM van der Waals parameters...
is expected to be even smaller.

A. Generalized Solvent Boundary Potential (GSBP)

The GSBP setup is similar to that described in our earlier publications\textsuperscript{12,15}. The crystal structure (PDB code 2CBA\textsuperscript{39}) with the “in” rotomer of H64 is centered with the zinc atom at the origin, and additional water molecules are added for proper solvation; hydrogen atoms are added with HBUILD in CHARMM\textsuperscript{40}. Two sizes of the inner region, 20 and 25 Å, with a smooth dielectric interface with the outer region are prepared. In the outer region, the dielectric interface between protein and bulk solution (with a dielectric constant of 1 and 80, respectively) is defined by the atomic radii of Roux and co-workers\textsuperscript{41}; the inner region has a dielectric constant of one. Since the outer region atoms are held fixed, their dielectric “constant” should, in principle, be larger than one. However, since the number of protein atoms in the outer region is very small (e.g., 529 atoms for the 25 Å-inner region set-up) in a medium-size enzyme such as CAII, changing the value of the dielectric constant for the outer region only has a small effect. For example, very modest changes were found in the previous SCC-DFTB/MM-GSBP based pK\textsubscript{a} simulation for T4-lysozyme when the outer region dielectric constant is changed from 1.0 to 4.0.\textsuperscript{20} The reaction field matrix is evaluated using 400 spherical harmonics. The static field due to the outer region is evaluated with the linear Poisson-Boltzmann approach using a focusing scheme that places a 56 Å cube of fine grid (0.4 Å) into a larger 132 Å cube of coarse grid (1.2 Å). Although the effect of salt ions in the bulk can be straightforwardly taken into account in the GSBP framework using a Debye-Hückel model, our previous studies\textsuperscript{20} indicate that the effect of salt is minimal on the computed pK\textsubscript{a} for a group in the center of the protein. Therefore, the ionic strength is set to zero in the current simulations; this is supported by the analysis here (see below) that the pK\textsubscript{a} for the zinc-bound water is largely dominated by a few charged groups very close to the active site.

During the MD simulations, all atoms in the outer region (along with some atoms at the edge of the inner region\textsuperscript{14,15}) are held fixed and provide anchors for the system. The inner region is further partitioned into Newtonian and Langevin regions\textsuperscript{18}: all atoms between 16 (18) and 20 (25) Å are treated with Langevin MD while the rest with Newtonian MD; all non-hydrogen atoms in the Langevin region are harmonically restrained with force constants
corresponding to the B-factors in the PDB file. The Langevin atom list is updated heuristically, a 2 fs timestep is used with SHAKE\textsuperscript{42} applied to all bonds involving hydrogen, and the temperature is maintained at 300 K. Water molecules are kept within an 18 (23) Å radius by a weak spherical boundary potential. Classical electrostatic interactions and van der Waals interactions are calculated with extended electrostatics.\textsuperscript{40}

B. \( pK_a \) Calculations

The \( pK_a \) of the zinc-bound water is calculated with the thermodynamic integration approach using the dual topology single coordinate (DTSC\textsuperscript{43,44}) scheme, which has been reported in detail in several recent publications.\textsuperscript{12,20,44} The dominant contribution in this approach is the free energy associated with converting the acidic proton to a dummy atom (D), i.e., from the CHOH to the CDOH state. The corresponding free energy derivative is given by,

\[
\frac{\partial \Delta G_{C(D/H)OH}}{\partial \lambda} = \langle U^\text{CDOH}_{\text{elec}}(X_{C(D/H)OH}) - U^\text{CHOH}_{\text{elec}}(X_{C(D/H)OH}) \rangle_\lambda
\]

which is the average QM/MM energy difference (along with small contributions from bonded terms associated with the dummy atom\textsuperscript{44}) averaged for a given simulation window with a specific coupling parameter \( \lambda \); \( X_{C(D/H)OH} \) emphasizes that one set of coordinates is used for both protonation states. The free energy contribution is determined via integrating the converged values from Eq. 1 with respect to \( \lambda \) from 0 to 1. As discussed previously, the method is formally exact because the free energy is a state function, although negligible errors arise in practical simulations due to constrained hydrogen bond lengths\textsuperscript{43}; the contribution due to the van der Waals interaction between the dummy atom and the environment is often negligible\textsuperscript{44} and therefore not included here. Simulations are carried out at \( \lambda =0.0, 0.25, 0.5, 0.75, \) and 1.0.

To gain insights into the contribution of various residues and water to the \( pK_a \) value, perturbative analysis is carried out in which the electrostatic contribution to \( \frac{\partial \Delta G_{C(D/H)OH}}{\partial \lambda} \) is analyzed systematically. Specifically, the contribution from a specific group \( i \) to \( \frac{\partial \Delta G_{C(D/H)OH}}{\partial \lambda} \) is evaluated as,

\[
\frac{\partial \Delta G_{C(D/H)OH}^{(i)}}{\partial \lambda} = \langle \Delta^{(i)} U^\text{CDOH}_{\text{elec}}(X_{C(D/H)OH}) - \Delta^{(i)} U^\text{CHOH}_{\text{elec}}(X_{C(D/H)OH}) \rangle_\lambda
\]
where
\[
\Delta^{(i)}U_{\text{elec}}^{C(D/H)OH} = U_{\text{elec}}^{C(D/H)OH} - U_{\text{elec},(i)}^{C(D/H)OH} \tag{3}
\]
Here \(U_{\text{elec}}^{C(D/H)OH}\) is the electrostatic energy for the \(C(D/H)OH\) state without the contribution from group \(i\). Integration of \(\frac{\partial \Delta^{(i)}U_{\text{elec}}^{C(D/H)OH}}{\partial \lambda}\) over \(\lambda\) in the range of \((0,1)\) gives the perturbative contribution of group \(i\) to the \(pK_a\); it is a perturbative estimate because the original trajectories with the full electrostatic interactions are used in the equilibrium average.

In addition to the wild type CAII, the E106Q mutant is also analyzed. The E106Q mutation results in a 1000-fold reduction of \(k_{\text{cat}}\), but only a \(~10\) fold reduction for \(k_{\text{cat}}/K_M\); the \(pK_a\) of the zinc-bound water was estimated to be \(~6.9\) from the pH profile of \(k_{\text{cat}}/K_M\) (Fig. 3 of Ref.\(^4\)). This is very surprising considering that mutating the negatively charged Glu 106, which is in the immediate neighborhood of the zinc-bound water (Fig.1), should decrease the \(pK_a\) of the zinc bound water significantly. Estimates of this \(pK_a\) based on the pH profile of \(k_{\text{cat}}\) have not been carried out (Silverman, private communication), and therefore, the computation of the zinc-bound water \(pK_a\) for the E106Q mutant is of great interest.

The mutant simulations are based on the same wild type x-ray structure with Glu 106 replaced by a Glutamine. This is justified by the observation that the x-ray structure of E106Q (PDB code 1CAZ\(^4\)) is very similar to the wild type; e.g., the Ca RMSD is 0.14 Å. Since the mutation occurs in the inner region and the same inner/outer region partition is used in the mutant simulations (at either 20 or 25 Å), the reaction field matrix and outer region electrostatic potentials calculated for the wild type system can be used without any change; this is a particular attractive feature of the GSBP set up.\(^4\)

Two and four independent sets of simulations are run for 20 and 25 Å inner regions, respectively, for both the WT and the E106Q mutant. For the 20 Å runs, \(~0.4-1\) ns of sampling is carried out for each \(\lambda\) window; for the 25 Å simulations, the sampling time for each \(\lambda\) window averages about 0.7 ns. The free energy derivative in each independent \(\lambda\) window is determined with a block averaging scheme that uses statistical tools to identify the boundary between equilibrating and equilibrated regions and to determine the mean and variance (P. König, unpublished).

To make comparisons with the experimental value, the free energy shift \((\Delta pK_a)\) is calcu-
lated relative to 4-methyl imidazole (4-MI) in solution ($pK_a=7^{47}$); the possibility of using a very different molecule as the reference is a unique feature for QM/MM based simulations$^{20}$ and not possible with conventional MM based methods.$^{48}$ We note that although in principle our QM/MM based approach can produce absolute $pK_a$ values,$^{44}$ many important factors need to be taken into consideration for a reliable prediction, as systematically analyzed in our previous benchmark study of amino acid sidechains in solution.$^{20}$ For the purpose of this work, which focuses on the reliability of the GSBP approach and how the results depend on the size of the inner region and conformational sampling, a relative $pK_a$ computation is sufficient. As mentioned above, the SCC-DFTB parameterization used here treats the zinc-bound water and 4-methyl-imidazole in a balanced manner, thus using the 4-methyl-imidazole as the reference system is a sensible choice. Another related point concerns whether the $pK_a$ of water is a good reference in the current context, as suggested by one of the referees. Since the property of water is changed significantly when it is bound to a zinc ion, we believe that water is a less relevant reference system than 4-methyl-imidazole, which is a good model for the proton acceptor in CAlI.

III. RESULTS AND DISCUSSIONS

A. Active site flexibility

As shown in Fig.2a, the root-mean-square-fluctuations (RMSF) calculated from SCCDFTB/MM-GSBP simulations are substantially lower than both values converted based on the B-factors from the PDB data and those from periodic boundary condition (PBC) simulations (described in the Supporting Information of Ref.$^{21}$). This is true not only for atoms restrained during the simulations but also for inner region atoms that are not explicitly subjected to any restraints. This damping effect is most striking for the 20 Å-inner-region simulations, where even the largest RMSF is smaller than 0.5 Å. With a smaller number of atoms restrained, the 25 Å-inner-region simulations better reproduce the x-ray data for some regions although still give substantially quenched fluctuations for many regions, such as between Val 160 and Asp 180, which is part of a helix-turn-β sheet motif on the surface. To better compare the RMSF values from different simulations, it is instructive to examine the degree of quench in RMSF as a function of distance to the zinc ion. In Fig.2b, the
root mean square differences (RMSDs) between the RMSFs calculated from GSBP simulations and those from the Ewald simulations, for atoms within a certain distance (based on Co) from the zinc, are plotted against the distance from zinc. Evidently, the atomic fluctuations close to the zinc ion are, in fact, rather well reproduced in both GSBP calculations. The RMSD only starts to increase steeply when the buffer region (which are harmonically restrained as in stochastic boundary simulations\textsuperscript{18}) is approached. For residues within 13.5 Å from the zinc, for example, the RMSD between the RMSFs from the 20 Å-inner-region GSBP simulations and those from the Ewald simulations is 0.11 Å. The RMSDs of atomic RMSF in the 25 Å-inner-region GSBP simulations are generally smaller than those from the 20 Å set-up, even for atoms very close to the center of the sphere (Fig.2b); to reach the same RMSD of 0.11 Å, for example, the region extends to 17 Å from the zinc ion.

These comparisons suggest that additional relevant observables that characterize the active-site flexibility, assuming that collective structural fluctuations do not play any major functional role (otherwise an active-site based simulation is not appropriate), are the distributions of internal coordinates of active-site residues. As shown in Fig.2c,d, which are representative for active-site residues, the χ\textsubscript{1} distribution can be different among independent trajectories for a specific boundary condition, but the overall trend is very consistent between even the 20 Å GSBP simulations and the Ewald simulations.

Finally, since the water molecules in the active site play an important role in modulating the proton transfer pathways and energetics, it is instructive to compare the distribution and diffusion of these water molecules from different simulations. As shown in the previous work\textsuperscript{21} even a 20 Å-inner-region simulation reproduces the distribution of water molecules within 17 Å from the zinc ion in close agreement with PBC simulations; the simulations with a larger (25 Å) inner region with different protonation states of the proton donor (zinc-bound water) and acceptor (His 64) also give similar results (data not shown). For the diffusion constants (Fig.3), the two sets of GSBP simulations in fact give rather similar results and both underestimate the values compared to the PBC simulations in Ref.\textsuperscript{21}, especially for water molecules close to the inner/outer boundary. The basic trend as a function of distance from the zinc ion, however, is well reproduced in both sets of GSBP simulations.
B. Statistical and sampling errors

Since multiple independent $pK_a$ computations are carried out for both the WT and E106Q mutants, these data provide the opportunity to illustrate the statistical and sampling errors associated with $pK_a$ calculations. As discussed in the Computational Methods, the free energy derivative for each $\lambda$ window is determined in the forward direction using statistical tools that establish the block size, average, and statistical error for a trendless (equilibrated) region of the data in an automated fashion. Although a reverse cumulative analysis proposed recently\cite{49} can also be used, the automated approach is advantageous when there are large sets of data.

The block sizes are found to vary from 2 to 18 ps, and the discarded (equilibrating) regions contained anywhere from 50 to 800(!) ps. The statistical errors associated with each free energy derivative are from 0.3 to 2 kcal/mol with most values around 1 kcal/mol. As an example of the analysis, the results from two 20 Å-inner-region simulations for E106Q (denoted as “E106Q-20”) are shown in Table I. A linear response to deprotonation is evident from the linear fits of the free energy derivatives with respect to $\lambda$, which yield $R^2$ values typically $\geq 0.97$ (Table II). Integrating the linear equations (from 0 to 1) for each independent FEP computation yields the net free energy change, $\Delta G_{C(D/H)OH}$; while independent runs typically give similar $\Delta G_{C(D/H)OH}$ values, E106Q-20 simulations yield the largest deviation of 6.4 kcal/mol. It is clear that while the free energy derivatives converge with statistical errors $\sim$1 kcal/mol, there are differences between the two independent runs on the order of 10(!) kcal/mol for some $\lambda$ windows (compare Columns 4 and 7 of Table I). Therefore, the free energy derivatives for these runs appear to have equilibrated to sample different regions of the configuration space. Inspection of the trajectories suggests that the difference is likely due to the different orientations of the Thr 199 sidechain sampled in separate simulations, which leads to substantial variation in the interaction between Thr 199 and the zinc-bound water and therefore change in the free energy derivatives.

Overall, as seen in Table II, the results for $\Delta G_{C(D/H)OH}$ agree well between the 20 and 25 Å-inner-region setups with both sets of averages falling within the standard deviations. Moreover, as shown in Figure 4, the free energy derivatives (average of independent runs) and the linear fits also agree well between 20 and 25 Å runs within both the WT and E106Q systems. These observations support the expectation that the flexibility of the enzyme
distant from the titration site does not significantly affect its $pK_a$; it is possible that this only holds for rather rigid enzymes such as CAII, while for enzymes with more floppy motifs, specific structural changes may propagate over a significant distance to modulate the $pK_a$ of active site groups (C. L. Brooks and co-workers, private communication).

**C. Comparison with experiment**

When comparing the calculated $pK_a$ (or $pK_a$ shift relative to the 4-methyl-imidazole in solution) to the experimental value, it is important to carefully consider the effect of the QM/MM frontier. As discussed in details in previous studies, the simple link-atom scheme with excluding only the partial charge on the “link-host-atom” (e.g., Cα for the zinc-bound His in the current study, see Fig.5), which is the default option in CHARMM, may produce large (on the order of 10 kcal/mol!) errors for the proton affinity even if the deprotonation site is several covalent bonds away from the QM/MM frontier. This is because the “link-host-atom” exclusion approach leaves a net charge (-0.07) due to the remaining atoms within the same group of backbone atoms (containing Cα, Hα, N and its bound H; see Fig.5), which makes a significant electrostatic contribution to the calculated proton affinity due to the associated change in charge. Zeroing out all charges within the group (“link-host-group” exclusion, EXGR) avoids the spurious QM/MM electrostatic interaction and generally gives better proton affinity values. For the present CAII simulations, re-evaluating the free energy derivatives with the “link-host-group” exclusion for the three zinc-bound His residues at configurations sampled using the “link-host-atom” exclusion scheme changes the free energy derivatives by 8-9 kcal/mol despite that the QM/MM frontiers are far from the zinc-bound water; this effect varies little (< 0.5 kcal/mol) with the value of $\lambda$. With this effect taken into account, the calculated $pK_a$ value for the zinc-bound water in the WT CAII is in decent agreement with experiment: the value is 7.1 (5.4) for the 20 (25) Å-inner-region simulations, as compared to the experimental value of around 7. We note that an important reason for the SCC-DFTB/MM simulation to produce such good agreement with experiments is that the SCC-DFTB approach treats the zinc-bound water and 4-methyl-imidazole in a balanced manner (see above) and we used 4-methyl-imidazole in solution as the reference in the $pK_a$ calculations.

Relative to the WT CAII, the E106Q mutant is found to reduce the $pK_a$ for the zinc-
bound water by around ~9 \( pK \) units. This result is reasonable considering that the mutation neutralizes a negative charge near the zinc-bound water. Strikingly, the \( pK_a \) determined experimentally from the pH profile of \( k_{cat}/K_M \) yielded no shift.\(^{45} \) Considering that there is little structural change between the WT and E106Q mutant,\(^{46} \) the calculation result suggests that there may be a change in the mechanism for the step manifested by \( k_{cat}/K_M \). As described in previous work,\(^ {22} \) \( k_{cat}/K_M \) is associated with the reaction of the zinc-bound hydroxide with the CO\(_2\) in the hydration direction and the dehydration of the zinc-bound bicarbonate in the reverse direction. Therefore, one possible mechanistic change is that the bicarbonate plays a more active role and the titration result reflects the \( pK_a \) for the total complex of the zinc, the bound water, and the bicarbonate. A similar scenario was proposed to explain the behaviors of the cobalt substituted CAII\(^1 \) where, unlike the Zn(II) containing CAII, \( k_{cat}/K_M \) depends on the concentration of bicarbonate. In addition, the presence of the acetic acid bound to the zinc in the mutant structure\(^ {46} \) lends additional support for a zinc ion that strongly favors a negatively charged species. Nevertheless, additional investigations such as the titration of \( k_{cat} \) as done in Ref.\(^1 \) should be carried out for the E106Q mutant.

D. Dissecting the contributions from water and protein to \( pK_a \)

In solution, binding of a divalent ion may shift the \( pK_a \) of water to be significantly lower than 7. In CAII, the zinc-bound water has a \( pK_a \) of nearly 7, which makes the proton transfer to the acceptor, His 64, nearly thermoneutral. This \( pK_a \) match is likely of functional importance because the hydration of CO\(_2\) in CAII needs to be reversible for it to play its physiological role. Therefore, it is of great interest to understand what factors dictate the \( pK_a \) of the zinc-bound water. We explore this by performing the perturbative analysis described in Computational Methods; overall, the results are fairly consistent between the 20 and 25 Å-inner-region simulations (see Fig.6,7) and therefore only the results from the 20 Å simulations will be discussed explicitly.

1. Water contribution

As a reference, consider the deprotonation of 4-methyl imidazole in solution. The contribution to \( \Delta G_{CH(D)OH} \) is from the surrounding water by definition, and the inner region (18
Å) contribution is 40.6 kcal/mol (see Table III). The outer region (dielectric continuum) contributes 9.2 kcal/mol to the process, which is consistent with the Born correction\textsuperscript{50} for a charge $+1 \rightarrow 0$ process in an 18 Å sphere.

The net contribution from water to $\Delta G_{CH(D)OH}$ in CAII is small for the WT enzyme, only 2.1 kcal/mol in the 25 Å simulations. The reorganization of the water, which is related to the variation of the water contribution as a function of $\lambda$, however, is substantial; it is $\sim +35$ kcal/mol for $\lambda = 0$ and $\sim -30$ kcal/mol for $\lambda = 1$ (see Fig.6a). In other words, water molecules respond significantly to the change in the protonation state of the zinc-bound water. In a previous study,\textsuperscript{12} we found that water molecules within 7.5 Å from the zinc ion have significant contribution to the energetics of proton transfers; with different water orientations sampled using different charge-distributions for the reactive moieties, the proton transfer can be either highly exothermic, highly endothermic or thermo-neutral.

Interestingly, the water contribution in the E106Q mutant is systematically larger. The net contribution is about 20 kcal/mol (Table III). The reorganization energy, however, is rather similar; the difference in the water contribution between $\lambda = 0$ and $\lambda = 1$ is also about 70 kcal/mol. Further looking at the behavior of the water contribution as a function of the distance from the zinc ion (see Fig.7a), it is clear that the water contribution grows much more rapidly for the E106Q mutant from the active site and continues to increase out towards the boundary between the inner and outer region. These aspects of the water contribution are expected considering that the overall change in charge upon deprotonation is the same, but the overall charge of the systems are different for the WT and E106Q.

2. Protein contribution

For the WT CAII, the protein atoms make a major contribution to $\Delta G_{CH(D)OH}$ and is on the order of 60 kcal/mol (see Table IIIb). The protein reorganization during deprotonation, which is reflected by the variation of the protein contribution to $\Delta G_{CH(D)OH}$ as a function of $\lambda$, is substantially smaller than water. As shown in Fig.6b, the difference in the protein contribution between $\lambda = 0$ and 1 is only $\sim 30$ kcal/mol, nearly half of the value for water. This suggests that the groups making large contributions to $\Delta G_{CH(D)OH}$ have limited flexibility. Indeed, looking at the protein contribution by residue (Fig.7b) reveals that three charged groups (Glu 106, Glu 117 and Arg 246) make the dominant contributions; they are
either fully buried or semi-buried (Arg 246) inside the protein.

The E106Q mutant has a protein contribution that is ∼30 kcal/mol smaller than the WT although the reorganization (with some deviation between the 20 and 25 Å simulations) is rather similar. Strikingly, the perturbative contributions from different residues (Fig.7b) are almost identical in the E106Q and WT enzymes except, obviously, for residue 106. In other words, the difference between the protein contributions in the WT and E106Q is due almost entirely to Glu 106. The loss of the large contribution of ∼ 40 kcal/mol from Glu 106 in E106Q according to the perturbative analysis is partially compensated by the larger water contribution, thus the net pKₐ shift caused by the E106Q mutation is only ∼ 9 pKₐ unit. This result clearly highlights the importance of water in modulating the energetics of processes in biomolecules.

IV. CONCLUDING REMARKS

To meet the challenge of studying chemical processes in large biomolecular systems, “multi-scale” QM/MM methods¹⁵,¹⁶,²⁵ have been developed in recent years. In these first generation of methods, atoms far (e.g., ∼ 20-25 Å) from the active site are fixed and treated with continuum electrostatics. Whether this type of protocols can faithfully describe the energetics and dynamics of the active site needs to be quantitatively explored, considering the recent surge of interests in the roles of “dynamics” and long-range effects in enzyme catalysis.⁵¹–⁵⁴ In this work, using a small globular enzyme, carbonic anhydrase, as an example, we do so for the QM/MM-GSBE protocol that has been recently implemented in our group¹⁵

The atomic fluctuations from GSBP simulations with different sizes of mobile region are consistently lower in value than those from periodic boundary simulations, which is not surprising. As shown in many previous studies that invoke a mode decomposition of protein motions,⁵⁵ the atomic fluctuations are dominated by low-frequency modes, which tend to be highly collective in nature. With some atoms constrained or even fixed in space, these collective modes are not present in the GSBP (or any stochastic boundary) based simulations. Therefore, even the fluctuations for atoms not explicit subjected to any restraint are quenched. However, for atoms in close proximity of the active site (e.g., 13 (17) Å from the zinc ion in a GSBP simulation with 16 (18) Å unrestrained inner region), the GSBP based
QM/MM approach is found to produce atomic fluctuations (RMSD < 0.1 Å) and internal coordinate distributions in fairly good agreement with unconstrained periodic boundary simulations. The diffusion coefficients for water molecules in the active site are also well reproduced. More importantly, both GSBP simulations with different sizes of the inner region give consistent $pK_a$ values for the zinc-bound water \textit{(relative to 4-methyl-imidazole in solution)} and compare favorably with the experimental value. With all the observations in our recent studies\textsuperscript{15,19–21} and results from this work taken together, we conclude that the QM/MM-GSBP approach is indeed well suited to analyze chemical reactions in the active site of globular enzyme systems with a compact structure where large-scale structural transitions are not involved in the chemical step.

In addition to providing a quantitative validation of the computational model, $pK_a$ calculations and analyses can reveal energetics properties intimately related to the reaction of interest, which, in turn, may lead to new mechanistic insights. For the WT CAII, the analysis of the electrostatic contributions reveals that the enzyme predominately uses two glutamates (Glu 106, Glu 117) near the zinc to modulate the $pK_a$ of the zinc-bound water. Notably, the calculated $pK_a$ for this group in the E106Q mutant does not seem to agree with experimental measurements.\textsuperscript{45} Considering the successes for the WT CAII and previous applications to T4-Lysozyme and small molecules in solution,\textsuperscript{20} the large discrepancy (9 $pK_a$ units!) leads to the hypothesis that a change in mechanism occurs in the E106Q mutant for the interconversion between $CO_2$ and $HCO_3^-$, which is characterized by the measurement of $k_{cat}/K_M$. Considering the reverse direction (dehydration of bicarbonate), as seen in Co(II)-containing CAII\textsuperscript{11}, the bicarbonate may play a more active role in the protonation of the zinc-bound hydroxide. If this is the case, the question of whether the bicarbonate binds first, yielding a pentacoordinated zinc, or promotes the protonation of the zinc-bound hydroxide via its anionic character is interesting and should be explored further both theoretically and experimentally.

From the technical perspective, the current study also brings up two important points. First, although statistical tests indicate that all thermodynamic integration windows have been properly equilibrated and the simulations have reached quasi-convergence, free energy derivatives in independent simulations of the same $\lambda$ value can differ substantially (by as much as 10 kcal/mol for some E106Q windows) due to locally trapped sampling in regular molecular dynamics simulations. Therefore, it is of great value to integrate enhanced
sampling techniques with thermodynamic integration based \( pK_a \) calculations. This is particularly crucial for \( pK_a \) calculations involving groups with open-shell characters or transition metals, for which high-level QM methods are likely needed. Second, although the perturbative analyses of the \( pK_a \) results are very informative regarding important protein/water contributions, the estimated contributions should be taken with great care due to the “vertical” nature of the analysis (i.e., trajectories for the system with complete interactions are used). For example, the contribution from Glu 106 in the WT CAII is estimated to be \( \sim 40 \) kcal/mol based on perturbative analyses, but the calculated shift in \( pK_a \) upon the E106Q mutation is only \( \sim 13 \) kcal/mol based on the actual simulations for the E106Q mutant. Apparently, water molecules in the mutant are able to compensate a large portion of the effect caused by the mutation and such contribution can not be captured in a perturbative analysis.

In short, the GSBP based QM/MM approach provides a promising “multi-scale” framework for analyzing chemistry in very large biomolecules. However, in addition to potential contributions from collective motions and other long-range effects, other issues such as the protonation state of buried titratable residues and ambiguity in the choice of a proper dielectric model for the fixed outer region atoms may significantly impact the reliability of such calculations. In this context, we highlight that \( pK_a \) calculations are extremely valuable for both quantitatively validating the computational model but also reveal essential energetic properties relevant to the reaction of interest. In the investigation of proton pumping in complex biomolecules, for example, where electrostatics are crucial\(^{21,56}\) and major ambiguities exist concerning the titration states of various groups, we argue that \( pK_a \) analyses of key residues are an indispensable step before the proton transfer pathways can be explored.
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TABLE I: Representative results from statistical analyses used to determine the values and statistical errors of $\partial \Delta G_{CH(D)OH}/\partial \lambda$ for the $pK_a$ calculation of the zinc-bound water in CAII$^a$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Length$^b$</th>
<th>Block size$^c$</th>
<th>$\partial \Delta G_{CH(D)OH}/\partial \lambda$</th>
<th>SET 1</th>
<th>SET 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.4 (0.3)</td>
<td>13 (86)</td>
<td>212.6 (1.0) 1.3 (0.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>1.1 (0.6)</td>
<td>5 (89)</td>
<td>184.0 (0.7) 1.1 (0.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>1.4 (0.6)</td>
<td>8 (103)</td>
<td>156.8 (0.8) 1.2 (0.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>1.1 (0.7)</td>
<td>6 (65)</td>
<td>123.0 (1.4) 1.1 (0.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>1.4 (0.6)</td>
<td>14 (58)</td>
<td>69.0 (1.6) 1.2 (0.6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. As examples, results from two independent sets of 20 Å-inner-region simulations for the E106Q mutant of CAII are shown; b. total simulation length (in ns) for each $\lambda$ window, the number in parentheses is the length of equilibration identified by trend analysis; c. number without any parentheses is the size of the block (in ps), number with parentheses is the number of blocks; these are determined after the equilibration sections of the trajectories are removed; d. in kcal/mol; the number in parentheses is the statistical error evaluated based on block average.
TABLE II: Free energy of deprotonation ($\Delta G_{CH(D)OH}$) calculated from independent thermodynamic integration simulations$^a$

<table>
<thead>
<tr>
<th>Simulation$^b$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Avg.$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-MI</td>
<td>152.4 (0.99)</td>
<td>152.5 (0.99)</td>
<td></td>
<td>152.5 (0.1)</td>
<td></td>
</tr>
<tr>
<td>WT-20</td>
<td>158.0 (0.99)</td>
<td>160.6 (0.96)</td>
<td></td>
<td>159.3 (1.8)</td>
<td></td>
</tr>
<tr>
<td>WT-25</td>
<td>156.1 (0.97)</td>
<td>156.8 (0.98)</td>
<td>158.9 (0.99)</td>
<td>159.3 (0.94)</td>
<td>157.8 (1.6)</td>
</tr>
<tr>
<td>E106Q-20</td>
<td>149.1 (0.98)</td>
<td>142.7 (0.99)</td>
<td></td>
<td>145.9 (4.5)</td>
<td></td>
</tr>
<tr>
<td>E106Q-25</td>
<td>146.3 (0.98)</td>
<td>146.9 (0.98)</td>
<td>146.4 (0.98)</td>
<td>143.5 (0.99)</td>
<td>145.8 (1.5)</td>
</tr>
</tbody>
</table>

a. For each simulation, the value of $\Delta G_{CH(D)OH}$ (in kcal/mol) is determined based on integrating the linear fit of the free energy derivatives (the $R^2$ values for the linear fits are shown in parentheses) with respective to $\lambda$ from 0 to 1; b. 4-MI: 4-methyl-imidazole in solution; “20” and “25” indicate the size (in Å) of the inner region in the GSBP set-up; c. Number in parentheses is the standard deviation.
TABLE III: Calculated $pK_a$s of the zinc-bound water in the wild type and E106Q mutant of CAII using thermodynamic integration and various contributions based on a perturbative analysis (Eq.2)$^a$

<table>
<thead>
<tr>
<th>Calculation</th>
<th>$pK_a$</th>
<th>$\Delta G_{CH(D)OH}^a$</th>
<th>$\Delta \Delta G_{EXGR}^b$</th>
<th>$\Delta G_{Protein}^c$</th>
<th>$\Delta G_{Water}^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-MI</td>
<td>7.0</td>
<td>152.5 (0.1)</td>
<td>-</td>
<td>40.6 (0.1)</td>
<td></td>
</tr>
<tr>
<td>WT-20</td>
<td>7.1</td>
<td>151.3 (1.8)</td>
<td>-8.0</td>
<td>62.5 (0.9)</td>
<td>4.6 (1.8)</td>
</tr>
<tr>
<td>WT-25</td>
<td>5.4</td>
<td>149.0 (1.6)</td>
<td>-8.8</td>
<td>68.0 (0.9)</td>
<td>2.1 (1.9)</td>
</tr>
<tr>
<td>E106Q-20</td>
<td>-3.0</td>
<td>137.5 (4.5)</td>
<td>-8.5</td>
<td>34.9 (3.0)</td>
<td>18.0 (0.2)</td>
</tr>
<tr>
<td>E106Q-25</td>
<td>-3.4</td>
<td>136.9 (1.5)</td>
<td>-8.9</td>
<td>34.9 (1.3)</td>
<td>22.3 (2.2)</td>
</tr>
</tbody>
</table>

$^a$ The free energies and contributions are in kcal/mol, the numbers in parentheses are statistical uncertainties; $^b$ The $pK_a$ is calculated using 4-methyl-imidazole in solution (4-MI) as the reference compound; i.e., $pK_a^{CAII} = 7.0(exp^{47}) + [\Delta G_{CH(D)OH}^{CAII} - \Delta G_{CH(D)OH}^{4-MI}]/1.370$; $^c$ Compared to the average values in Table II, the values here include the contribution from the EXGR correction ($\Delta \Delta G_{EXGR}$); $^d$ the effect due to switching the QM/MM frontier treatment from “link-host-atom” exclusion to “link-host-group” exclusion (EXGR); e. the net contribution from protein (both inner and outer atoms) and water molecules (only those in the inner region) based on the perturbative analysis (integration of Eq.2 over $\lambda$ from 0 to 1).
Figure Captions

FIG. 1: The active site of CAII rendered from the crystal structure (PDB ID: 2CBA39). All dotted lines correspond to hydrogen-bonding interactions with distances ≤3.5 Å. E117 and E106 are in close proximity to H119, and E106 also interacts with T199 through the presumed hydroxyl proton of T199 (not shown for clarity). H64 is resolved to partially occupy both the “in” and “out” rotameric states.

FIG. 2: Flexibility of residues from different simulations and the x-ray data. (a) Root mean square fluctuations (RMSF) of Cα for the CHOII state plotted as functions of residue number (the trend is the same for the COIII simulations, data not shown); the results shown are averaged over the multiple independent simulations; those for the x-ray data (2CBA39) are converted from the Debye-Waller B factors using the expression: \( B = \frac{8n^2}{3} < \Delta r^2 > \). (b) The root mean square differences between the RMSFs calculated from GSBP simulations and those from Ewald simulation, for atoms within a certain distance from the zinc, plotted as functions of distance from the zinc ion; note that the center of the sphere in GSBP simulations is the position of the zinc ion in the starting (crystal) structure. (c-d) The side-chain dihedral angle (\( \chi_1 \)) distributions for (c) His 64 and (d) Gln 92 from independent sets of GSBP (WT-20a/b) and Ewald (Ewald-a/b/c) simulations.

FIG. 3: The diffusion constant for TIP3P water molecules as a function of the distance from the zinc ion in different simulations.

FIG. 4: Linear fit of the of the free energy derivatives with respect to \( \lambda \) for the WT and E106Q mutants of CAII computed with 20 and 25 Å-inner-region GSBP simulations.
FIG. 5: An example of QM/MM partitioning across the Cα and Cβ atoms for a histidine residue, where the sidechain plus a link atom (in green) attached to Cβ are treated with QM (SCC-DFTB). The partial charges for the host atom (Cα) and its group in the CHARMM force field are shown. With the standard “link-host-atom” exclusion scheme, which is used to generate all trajectories here, the QM region interacts with all atoms in the group except Cα, and therefore interacts with a net charge of -0.07. The “link-host-group” exclusion scheme (EXGR) avoids this artifact\textsuperscript{37} by excluding all QM/MM interactions involving the link-host-group (Cα, Hα, main chain NH).

FIG. 6: Linear dependence of the (a) water (only those in the inner region) and (b) protein (in both the inner and outer regions) electrostatic contributions to the free energy derivatives as functions of λ. See Table III for the values integrated over λ.

FIG. 7: The contribution to the electrostatic component of free energy of deprotonation ($\Delta G_{CH(D)OH}$) from water and protein atoms (only MM atoms are considered) in the WT and E106Q mutant CAII based on perturbative analysis (integration of Eq.2 over λ). (a) Cumulative contribution from water as a function of distance from the zinc ion; (b) Contribution from individual residues plotted against the distance (Cα) from the zinc ion. Note the striking similarity between the WT and E106Q results, except, apparently, for residue 106.
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